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/ Executive Summary

/ Al and Generative Al (GenAl) have undergone a rapid transforma-
tion, from being an academic research breakthrough to being a
critical business imperative. This white paper presents a compre-
hensive analysis of recent developments in the field, providing
people and organizations with a strategic framework for harnes-
sing Al's transformative capabilities while cutting through the
prevalent hype and deliver actionable intelligence.

/ Recent advancements have significantly enhanced Al system ca-
pabilities, particularly reasoning abilities and cost-effectiveness,
making sophisticated Al tools more accessible to organizations
of all sizes. The Al & Tech industry has pivoted toward optimizing
model efficiency and developing more compact architecture.
While there have been improvements, ongoing challenges like
data quality and scarcity still demand innovative solutions, such
as synthetic data generation.

/ Building on these improvements, Retrieval-Augmented Genera-
tion (RAG) has emerged as the predominant implementation of
GenAl in companies, enabling large models to supplement their
general knowledge with private and confidential sources of in-
formation.

/ Agentic workflows now represent the next evolution of Al sys-
tems, enabling Al models to interact with their environment and
business context by using relevant tools. This facilitates more
advanced solutions in field where human expertise remains es-
sential. Their development will refocus interest on smaller mo-
dels, which are faster, more effective and more energy efficient
for specific tasks.

/ The Al & Tech sector shows remarkable investor excitement and
revenue growth that exceeds previous software-as-a-service bu-
siness patterns, though questions persist about valuation sus-
tainability and long-term profitability. As this market expands,
the heterogeneous evolution of regulatory frameworks across
jurisdictions creates significant compliance challenges for or-
ganizations implementing Al solutions globally. Despite these
regulatory complexities, industry priorities have clearly shifted
from Al foundation model development to creating practical,
market-ready Al solutions addressing specific business needs.
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/ Executive Summary

In parallel, on-device Al continues gaining traction by offering
enhanced privacy and security benefits, making it more valuable
for some industries than conventional applications that rely on
cloud inference APIs. This orientation extends to user experience,
where text-based interfaces have dramatically lowered adoption
barriers compared to complex SaaS implementations requiring
extensive development and integration efforts.

/ GenAl will enable organizations to automate time consuming
intellectual processes, improve decision-making, and achieve
unprecedented operational efficiencies. This highly competi-
tive and rapidly changing market has enabled various actors to
emerge from all regions around the world, ranging from proprie-
tary solutions to open-source initiatives, with increasing empha-
sis on product integration capabilities. As the technology ma-
tures, GenAl is transforming both technical and non-technical
roles within organizations - creating specialized positions like Al
Engineers or Al Ambassador. At the same time, it is democratizing
advanced capabilities for non-technical professionals through
intuitive tools that boost efficiency and allow them to shift focus
from day-to-day operations to more strategic responsibilities.

Ready to engage in the Al transformation of your business and
turn your data into a strategic asset? At Sia Al, we support orga-
nizations at every stage of their Al journey: from crafting a clear Al
adoption strategy to developing impactful use cases and building
capable technical teams. We deliver tailored methodologies and
ready-to-use Al solutions to help you navigate this transformative
landscape, mitigate risks, and achieve measurable results.
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Why this White Paper
and who is it for?

The last two to three years have redefined what organizations can
achieve with Al. Yet, for every technological leap, there is an equal
need for interpretation, prioritization, and practical integration.
This white paper was written to bridge that gap and provide in-
sights that connect this disrupting technology with concrete bu-
siness outcomes.

Thisreportisintended for Al & Technology-driven leaders. Data, Al
and Engineering executives who are seeking to better understand
the implications of recent breakthroughs for their business models,
operations, and teams. It is equally designed for Al-acculturated
businessleaders — from Digital Innovation officers to transforma-
tion executives — who are integrating the next generation of data
and Al-enabled tools in their organizations.

At Sia Al, we build, we experiment, and we learn alongside our
clients. Every day we observe Al’s impact across all sectors, even
as understanding often lags behind technical progress. Between
oversimplified narratives and technical debates, decision-makers
often lack a grounded perspective to act with confidence. This
white paper cuts through the Al hype to deliver insights, figures,
and frameworks that are both technically solid and strategically
actionable.

Each of the six sections provides:

Deep dives into key Al concepts, from model optimization to
agentic workflows.

Business applications and case studies, illustrating how organi-
zations are already capturing value from these technologies.

Recognized metrics and data points from the Al research and
practitioner community, ensuring an evidence-based unders-
tanding rather than speculation.
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What You Won’t Find 1n
This White Paper

This reportis neither a marketing brochure nor a speculative essay
on Al’s future. You won’t find futuristic promises, visionary story-
telling or lists of “top trends” You also won’t find any new survey,
or forecast about Al and its impact on jobs or industries those are
already covered by many reputable sources. Our ambition is diffe-
rent: to clarify, not to predict. We combine the best available data
with real-world use cases to give a realistic, experience-based pers-
pective of what Al means for your business today.

You also won’t find code tutorials, technical implementation
guides, or vendor comparisons. While we discuss architecture,
frameworks, and technologies, our purpose is not to teach how to
build Al systems. We focus on what building (or integrating) them
means for your business.

Finally, this white paper avoids simplistic narratives that label Al
either a miracle or a menace. Instead, we focus on the nuanced
middle ground: how organizations can leverage technological
breakthroughs responsibly, profitably, and sustainably — while
acknowledging the challenges that come with it.
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Message from
our Leaders

Professional skills now have a lifespan of two years instead of thir-
ty. Thibaut Guilluy, Director General of France Travail*, shared this
observation on Sia's podcast on Hypertransformation. This sen-
tence crystallizes a reality we witness daily: we have moved beyond
digital transformation into an era of hypertransformation. Al is
changing our relationship to work, accelerating and, in some cases,
reshaping entire workstreams.

This acceleration demands a new playbook. At Sia, we have
been helping organizations navigate complex changes for over
25 years now, and we recognize 2025 as a defining moment
where Al, regulatory evolution, and business model disruption
converge and redefine our ways of working, whatever the sector.

We identify three paradigm shifts that are reshaping businesses’
competitive advantage:

Autonomous Al agents managing end-to-end business pro-
cesses

Real-time edge Al enabling instant decision-making at scale

Fully Integrated Al governance transforming from a top-down
compliance burden to a strategic differentiator

Our recent conversations with transformation leaders — from in-
tegration of Al ethics at MAIF to Al-driven product innovation at
Groupe Bel — revealed a common thread: successful Al adoption
isn't about technology alone, it's about orchestrating machine ca-
pability with human decision-making.

New Al transformation leaders don't just deploy Al solutions;
they redesign their companies’ entire operating model around
it. They understand that technical implementation is only a lever
for cultural transformation, advancing at an unprecedented pace.

(0]5)

* French national employment agency that helps people find jobs and supports employers with recruitment.



At Sia Al, we have spent over a decade transla-
ting Al's promise into measurable performance.
Our multidisciplinary teams—combining business
strategists, data scientists, Al and Engineering
specialists — bring both European excellence in
Al governance and global perspectives on techni-
calinnovation. We don't just implement Al strate-
gies; we architect Al solutions that align with re-
gulatory requirements, operational realities, and
strategic ambitions.

The path forward is clear, organizations that don’t
just chase trends but shape their own businesses’
Al transformation will define the future.
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The insights in this white paper represent our
collective wisdom from the frontlines of Al cut-
ting edge technologies at the service of business
transformation.

Pierre LEPLATOIS, Adrien GRIMAL, Sebastien
GERBER, Arnaud TATIN

"At Sia, we are ‘Optimists for change’. Let’s shape
tomorrow, together."

Senior Leadership at Sia Al’s Data and Tech Foun-
dation Business Units
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Key Takeaways
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Corporate Usage and Change Management:

Organizations that fail to effectively adopt and leverage Al risk missing out on
significant productivity gains and will be outpaced by those who do. Developing
data literacy and GenAl expertise across all business departments will be
essential to achieving successful digital and Al transformation.

Keys to Al Adoption and Organizational Transformation:

Effective Al adoption relies on aligning technology with culture, skills, and
processes. Organizations that develop their Al expertise, integrate change
management, and ensure leadership buy-in are better positioned to translate Al
initiatives into tangible business value, while isolated pilot projects are likely to
fall behind.

Democratized Al Access:

New business opportunities and facilitated access to Al technologies are rapidly
emerging, fueled by Al development's focus on efficiency, cost reduction, model
size optimization, coupled with the narrowing performance gap between Open-

Source and Proprietary Models.

Data Quality remains Crucial:

As the volume of training data reaches its limit and the prevalence of synthetic
data increases, the quality of training data becomes even more crucial for
achieving accurate and reliable Al outcomes. This is also true for Al systems, no
matter how effective a model may be; it will never compensate a poor-quality
corpus.

Multimodal Models Expand Al Capabilities:

Multimodal models, capable of processing and generating various data types
(text, images, audio, video), are expanding Al's capabilities and applications
across all industries. Organizations will have to rethink their data governance and
management policies accordingly.

Reasoning is a Key Focus:

Al research is increasingly prioritizing "test time scaling" and the development
of "reasoning LLMs" to tackle complex, analytical tasks that require deeper
understanding and problem-solving abilities. This will expand Al’s applications in
the workplace from an advanced data retrieval tool to a genuine work assistant.

Agentic Workflows:

Agentic workflows, where Al models use tools and interact with each other

or with third-party products, will enable more complex problem-solving and
automation. Its large deployment will draw more and more attention to smaller
models, which can be faster, cheaper and more efficient for specific tasks.

GenAl Growth and Investment:

GenAl companies have experienced explosive user adoption, fueling rapid
revenue growth that outpaces traditional SaaS models. This momentum, backed
by substantial investment, is accelerating the development of higher-value
products and services.

Global Al Power Dynamics:

Increasing regulatory scrutiny and geopolitical tensions are reshaping the
Allandscape, with China emerging as a major competitor despite hardware
constraints, leveraging competitive models and aggressive pricing to establish
significant influence amid evolving global governance debates between pro and
anti Al regulation.
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/ Introduction

Generative Al has undergone a huge transforma-
tion in a short amount of time. What was once a
research-focused field is now a core business
imperative. Recent advancements, driven by
breakthroughs in model performance and a si-
gnificant decrease in costs, have created a cri-
tical window of opportunity. Businesses that
strategically adopt generative Al now can gain
a significant competitive advantage, while those
that delay risk losing ground.

Backin 2023, the spotlight was firmly on GPT-4,
which dominated benchmarks and captured the
imagination of both researchers and businesses
alike. Open-source models were behind and
struggling to keep pace with their proprieta-
ry counterparts. Discussions around Al safety,
though important, were just beginning to gain
mainstream attention, and political leaders had
not yet fully recognized the geopolitical signi-
ficance of Al.

Fast forward to the present day, the landscape
has shifted dramatically. A key development
has been the rapid rise of open-source models
in terms of performance. Initially focused on
catching up to GPT-4, open-source models have
now begun to outperform it—all within the span
of a year. By 2025, open-source models have
taken a clearlead, surpassing proprietary models
not only in performance but also in efficiency and
size, as demonstrated by models like Gemma-3
12B outperforming several state-of-the-art pro-
prietary models such as Claude 3.7 Sonnet, des-
pite having only 12 billion parameters.

The implications of this shift are profound. It de-
mocratizes access to powerful Al capabilities,
reduces reliance on single models and software

vendors, and opens new possibilities for cus-
tomization and innovation. This shift towards
open-source dominance is not merely a tech-
nical detail; it fundamentally alters the strategic
implications for businesses when considering
Al adoption.

In terms of Research & Development, the com-
munity has achieved remarkable breakthroughs
at a rapid pace. This includes the development
of models that are significantly more versatile,
exemplified by the emergence of multimodal
systems, and increasingly adaptive, as seen in
agentic frameworks that tailor model outputs
based on their available tools and environment.

On the industry and business side, GenAl com-
panies, due to their ease of use, have a much hi-
gher adoption rate (see Figure 6) than traditional
SaaS companies, outpacing themin revenue ge-
neration (see Figure 7). Their significant invest-
ments reflect their determination to transform
their models into valuable Al products by ma-
king them entirely based on GenAl models or by
incorporating them into existing solutions. This
rapid adoption has led to greater interest from
the public and government agencies alike, all of
whom are dealing with concerns about ways of
working, safety, misuse, intellectual property,
and ethics.

In this white paper, we take a step back to look at
the full picture behind this tech boom: the R&D
and technological leaps, the industry shifts and
opportunities, and the evolving political and
regulatory responses that have defined recent
months. Drawing from these insights, we also
outline our predictions for the coming years
across these different fields.
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1. The democratization
of GenAl

The era of exclusive access to high-
performance Al is giving way to a
democratized landscape where businesses
can readily adopt and deploy advanced
Generative Al solutions. This democratization
is characterized by several key trends:

the diminishing performance gap

between open and proprietary models,

the development of essential business use
cases like Retrieval-Augmented Generation,
and the rise of efficient, compact, and
multimodal models. Together, these forces
are breaking down traditional barriers to Al
adoption, significantly reducing costs and
accelerating growth across industries, making
sophisticated Al accessible to businesses

of all sizes. This section will detail how these
innovations are fueling this era of widespread
GenAl accessibility and its impact on
businesses.
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The Performance Gap Between Proprietary
And Open-Source Models Decreased

FIGURE 1: OPEN-WEIGHTS VS PROPRIETARY LLM’S ELO
SCORE EVOLUTION BETWEEN 2023 AND 2025

Source: Hugging Face Spaces, Chatbot Arena Leaderboard

Open vs Proprietary LLMs by Arena ELO score

The performance gap between open-source models and proprietary models is decreasing over time, in terms of ELO.

ELOis a head-to-head general capability comparison between LLMs (higher is better). It provides a method of comparing LLMs
without relying on static benchmarks, enables the capture of fine-grained differences in capability.
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Since 2022 and the launch of
GPT-3.5, Generative Al has de-
mocratized the use of Alamong
the public and within compa-
nies in all sectors. Two main
types of models dominate this
evolution: “proprietary” models
and “open” models. Proprietary
models, created by companies
with closed and confidential
training pipelines, including
both the code and training data,
prioritize control and exclusi-
vity. In contrast, open-source
models' provide access to their
weights and mostly permissive
licenses to deploy them. Howe-
ver, their training data, conside-
red their “secret sauce”, is often
concealed to maintain their

Release Date

competitive edge. The interac-
tion between these two groups
is key to understanding the ra-
pid progress and narrowing of
performance gapsin generative
Al.

The gap between proprieta-
ry and open-source Al models
(different from open-weight
models?) narrowed significant-
lyin 2024. The growing maturity
of open-source models makes
high-performance Al models
more accessible and affordable.
Open-source models are clo-
sing the gap with proprietary
benchmarks due to advance-
ments in knowledge compres-
sion, training efficiency, and the

use of innovative optimization
techniques and larger datasets
(see Figure 1).

Meta's release of Llama 3.1's
largest version in July 2024
highlighted the rapidly nar-
rowing performance gap
between open-source and pro-
prietary models, outperforming
other proprietary state-of-
the-art (SOTA) models across
a range of benchmarks. This
progress is particularly evident
in mid-range Al models (under
70B parameters), where open-
source alternatives are de-
monstrating increasingly com-
petitive performance.

(1) More rigorously, these are open-weights GenAl models since underlying code, architecture, and training data (fully or partially) are not publicly 13
accessible. We will use this misuse of language to align more closely with the terms commonly used.
(2) Open-source models allow access to everything: the architecture, the training code, the weights and sometimes the dataset. Open-weight
models only allow access to the weights or the final trained parameters



Furthermore, open models with
fewer than 30B parameters offer
impressive inference efficiency
and can be deployed on a single
high-end GPU. This accessibi-
lity provides organizations with
a wider range of cost-effective
solutions tailored to their spe-
cific needs, fostering compe-
tition. However, proprietary
ultra-large models such as Ope-
nAl’s GPT-4 (and more recent-
ly GPT-4.5), with their massive
parameter counts, continue to
excel in ELO benchmarks.

This marks a significant deve-
lopment for businesses, as it de-
mocratizes access to high-per-
formance Al. The narrowing
performance gap between
open-source and proprieta-
ry models combined with the
growing efficiency of open-
source solutions empowers or-
ganizationsto harness advanced

Al capabilities with greater flexi-
bility and still high performance,
all at a lower cost. For example,
deploying lightweight open
models for customer service
chatbots can improve response
times and user satisfaction, re-
ducing operational costs while
enabling tailored solutions for
specific industry needs.

Retrieval Augmented
Generation (RAG):

The Indispensable GenAl
Framework Powering
Business Use Cases

Early Large Language Models
(LLMs) demonstrated impres-
sive general capabilities, but
their practical application in
business was limited. Orga-
nizations struggled to inte-
grate their own proprietary
knowledge into these models,

creating a significant gap
between generic Al capabilities
and business-specific value.
Retrieval-Augmented Genera-
tion (RAG) emerged as a trans-
formative solution, enabling en-
terprises toleverage the power
of LLMs while securely incorpo-
rating their unique data assets.

Before RAG's emergence in
2019, incorporating proprie-
tary data into Al systems was a
major challenge. Organizations
had to rely on resource-inten-
sive methods such as fine-tu-
ning or completely retraining
models. These approaches re-
quired specialized expertise, si-
gnificant computational power,
and were often prohibitively ex-
pensive, preventing many bu-
sinesses from deploying Al so-
lutions tailored to their unique
data.

FIGURE 2: ILLUSTRATION OF A RAG WORKFLOW
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The introduction of RAG, further democratized
by frameworks like LangChain in 2022, offered
a more accessible approach to leveraging LLMs
with proprietary data. Instead of relying solely on
an LLM's pre-existing knowledge, RAG enables
them to access andincorporate information from
a company'sinternal data sources. Critically, while
data is transmitted to the LLM's endpoint for pro-
cessing during inference, RAG enhances privacy
by ensuring that this sensitive corporate data is
neither stored nor used for subsequent model
training. This is achieved by indexing corporate
knowledge bases, making them searchable and
readily available to the LLM during inference.
As a result, the model's responses are groun-
ded in specific, up-to-date, and highly relevant
corporate information, with full traceability al-
lowing users to verify the source of each piece
of information.

Consider a financial institution seeking to en-
hance client service, leveraging a RAG-based
chatbot, they can deploy a standard open-source
model on their proprietary databases and docu-
mentation. This system dynamically accesses
internal documentation to respond to client in-
quiries, without requiring retraining of the model
on sensitive financial data. This approach main-
tains strong security: only anonymized text seg-
ments are sent to LLM endpoints, with no data
retention or training usage. As a result, client in-
teractions are based on up-to-date information,
and responses remain traceable to the original
source documents, ensuring transparency and
accountability.

Recent advancements such as Corrective Re-
trieval-Augmented Generation (CRAG)? further
enhance this capability. CRAG introduces ve-
rification mechanisms that evaluate and refine
retrieved information before integration, signifi-
cantly improving response accuracy for complex
queries.

(3) Corrective Retrieval Augmented Generation

RAG has evolved from being merely a proof-
of-concept technology to becoming the
foundational component of sophisticated
enterprise GenAl architecture.”

While extended context windows (see dedicated
section below) offer an alternative for certain use
cases, organizations can now build comprehen-
sive Al systems where RAG-enabled models re-
main central to agent-based applications that
autonomously navigate complex business pro-
cesses across vectorized knowledge repositories.

Efficiency and Compact Models: Lowering
Costs and Expanding Deployment

The Al model landscape is evolving beyond a
simple race for larger, more powerful models.
Cost-effectiveness and operational efficiency
are now critical factors shaping the competitive
dynamics.

The drive for efficiency is central to the evolution
of Al.”

As a result, smaller, more efficient models are gai-
ning significant traction, as demonstrated by Hu-
ggingFace's SmolLM, Microsoft's Phi, Arcee Al’s
SuperNova-Lite, Google's Gemma, and the Mistral
Small family.
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For businesses, this translates to:

Reduced infrastructure complexity and costs:
Smaller models require fewer computing re-
sources compared to larger ones, translating
tolower cloud computing expenses and redu-
cing the need for costly on-premise hardware.
Because these models can often fit on a single
high-performance GPU (in lieu of complex
distributed systems), companies can operate
with simpler hardware, further reducing im-
plementation and operating costs. At Sia, we
believe models in the ~30B parameter range
provide a sweet spot between performance
and hardware complexity (single GPU) while
those in the 70B-100B parameter range pro-
vide enhanced performance needed for spe-
cific tasks.

Edge Computing Capabilities: Al models can
now be deployed directly on devices such as
smartphones, |oT devices, or embedded sys-
tems. This enables real-time processing wit-

hout relying on constant cloud connectivity.
It improves privacy and reduces latency. For
example, Google’s Gemma-3 4B, released in
mid-2025, demonstrates Al model optimized
for on-device computing, outperforming ori-
ginal GPT-4.

Better Latency and expanded options: The
increased speed of Al models enhances user
experience by reducing response latency. It
enables new time-sensitive applications. The
development of open-source frameworks like
vLLM#4 NVIDIA NIMS, and the recently intro-
duced SGLang®, are pushing the boundaries
of inference speed, opening up new possibili-
ties for real-time Al deployment. Additionally,
frameworks such as ZenML” enable structured
deployment of LLMs with features like repro-
ducibility and cloud integration. Llama.cpp?
offers cost-effective, eco-friendly, and flexible
compute options.

Simultaneously, techniques
such as distillation, quantiza-
tion, and other model architec-
ture optimizations help create
smaller models that are easier
to host while maintaining rea-
sonable performance.

On-device Al is on therise

Building on the edge compu-
ting capabilities discussed pre-
viously, Al models can now be
deployed directly on personal
devices. The GenAl landscape
has been seeing remarkable
progress, combining higher
performance with significantly
smaller models, a trend driven
by the growing demand for
on-device inference, confiden-
tial processing and reduced la-
tency. Indeed, as seen in Figure
3, by making the assumption

(4) https://docs.vlim.ai/en/latest/

(5) https://developer.nvidia.com/nim

(6) https://docs.sglang.ai/

(7) https://www.zenml.io/

(8) https://github.com/ggmil-org/llama.cpp

that cheaper models are ge-
nerally smaller models, we ob-
serve that smaller models tend
to outperform larger ones over
timein the Elo Arena text score.
This capability now extends to
smartphones, unlocking secure
and private Al applications di-
rectly on personal devices.

The market has also seen the
emergence of other compact
but powerful models from lea-
ding Al providers, including
Hugging Face's SmolLM, Micro-
soft's Phi, Meta's compact Lla-
ma, Mistral's Ministral, and Ali-
baba's Qwen. Google’s Gemma
3 series - particularly the 4B and
1B versions - allows Android de-
velopers to integrate real-time
Al capabilities directly on-de-
vice, eliminating the need for
continuous cloud connectivity.

Taking this a step further, Goo-
gle has introduced the gemma.
cpp library, which enables Gem-
ma models to run efficiently on
CPUs through optimized in-
ference. The development of
such a library highlights the in-
terest of leading Al providersin
on-device Al.

The above advances have been
enabled by state-of-the-art
hardware innovations, including
next-generation tensor pro-
cessing units (TPUs) and GPUs,
specially designed to optimize
the performance of compact Al
models. Ultimately, these im-
provements make generative
Al not only more powerful but
also more accessible, enabling
it to meet the needs of a wider
range of applications and users.

16


https://docs.vllm.ai/en/latest/
https://developer.nvidia.com/nim 
https://docs.sglang.ai/ 
https://www.zenml.io/ 
https://github.com/ggml-org/llama.cpp

FIGURE 3: ELO ARENA SCORE ON RELEASE DATE WITH INFERENCE COST DIMENSION
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Multimodal Models: Unlocking New
Dimensions of Al Interaction

While LLMs offer powerful text processing and
generation capabilities, their impact within cor-
porate ecosystems can be limited. The primary
challenge for organizations is integrating and
powering applications with Al to drive tangible
business value. Multimodal models are a key en-
ablerin this transformation, extending traditional
text-based capabilities to process and generate
text, images, videos, and audio. This pivotal shift
moves beyond text-only Al, creating systems ca-
pable of understanding and interacting with users
in richer, more human-like ways, even surpassing
human capabilities on certain tasks.

30$/M token

Recent advancements underscore the growing
importance of multimodal capabilities. OpenAl's
SORA and Google's Veo 3, for example, lead the
field in generating realistic videos with synchro-
nized sound effects. These innovations are not
just technological milestones; they redefine pos-
sibilities for sectors like advertising, education,
and creative industries. In marketing, text-to-
image (TTI) and text-to-video (TTV) capabilities
streamline campaign development. Similarly,
text-to-speech (TTS) functionalities can enhance
the analysis and improvement of customer calls
in call centers, support training scenarios, and
optimize common scripts to better understand
client needs.

/17



The ability to process and generate multiple modalities of data opens

a wide range of applications across various industries:

Advanced Analytics: Multimodal models pro-
vide richer insights by merging visual and tex-
tual data. For example, they can correlate secu-
rity footage with incident reports to optimize

protocols, enhancing risk management.

Enhanced Customer Experiences & Accessi-
bility: Multimodal models can create intuitive
customer interactions by understanding both
spoken and visual cues. For example, they can
generate accessible features such as image

Recent advances have both significantly reduced
costs and expanded context window. This makes
it more feasible to process inputs like PDFs direc-
tly and have lessened the dependency on RAG.
Nonetheless, RAG remains valuable for enhan-
cing response relevance and grounding outputs
in domain-specific knowledge, especially in en-
terprise applications where precision and context
are critical.

By breaking down barriers between input types
and incorporating advanced contextualization
techniques, multimodal Al offers a pathway to
improve corporate workflows, drive innovation,
and enhance decision-making across sectors.

The Declining Cost of Al: A New Era for
Business

Al models are advancing rapidly, becoming both
more powerful and affordable. In June 2023, Ope-
nAl’s GPT-4 cost $50 per million tokens®. By early
2025, GPT-40 dropped to $10 per million tokens,
while competitors like DeepSeek R1 and Gemini
1.5 Flash shattered price barriers at S1and 12 cents
per million tokens, respectively. Although not all
these models are equal in performance, each of
these newer models outperforms the original
GPT-4 from June 2023 (see Figure 4).

descriptions for visually impaired users or real-

time transcription in customer service.

Automated Content Creation and Streamlined
Operations: By combining different types of
input, these models can automate the creation
of marketing content or training materials. In
industries like construction, they can analy-
ze video feeds to identify hazards, improving
safety and efficiency.

This rapid decrease in cost, coupled with increa-
sing performance, is changing the economics of
Al adoption.”

This shift is driven by advancements in model
efficiency, scalability, and a growing focus on
frugality. Developers are optimizing software to
require less expensive hardware, while increased
competition among providers has pushed prices
down, benefiting end customers.

Lenovo's implementation of Studio Al exempli-
fies this trend, demonstrating how generative Al
enables organizations to extract maximum value
from existing assets. By leveraging their proprie-
tary product libraries and company resources
within a structured Al framework, Lenovo reduced
annual marketing content creation costs from $42
million to $4.2 million while maintaining quality
output tailored for IT decision-makers.

Thisis not just a question of incremental improve-
ments; it's about unlocking entirely new business
possibilities

Al Use cases that were previously cost-prohibitive
are now becoming viable.”
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tokenizers it is better to use half a word as an approximation for a token.



Non-exhaustive advantages of this trend are:

Scale Al Solutions
More Easily

Experiment with
Al at a Lower Risk

Pilot projects and

proof-of-concept
initiatives become
significantly more

affordable.

Deploy Al across

a wider range

of operations

and departments
without exorbitant

costs.

New Products
and Services

Create innovative
offerings that

were previously
unimaginable due
to the high cost
of Al processing.

Gain a First-Mover
Advantage

Invest now in
pilot programs,
which can enable
a competitive
advantage, as
prices continue

to drop.

FIGURE 4: COST OF THE CHEAPEST LLM WITH A MINIMUM MMLU SCORE
(LOGARITHMIC SCALE)

Source: Andreessen Horowitz: LLM inference cost is going down fast
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While inference cost per token is decreasing,
overall inference costs can still increase in cer-
tain situations, such as with test-time scaling for
reasoning (see ol cost in Figure 5) and autono-
mous agents that require multiple iterations (e.g.,
coding). For instance, online user feedback sug-
gests that Claude Code, a coding agent in Beta
Research Preview using Claude 3.7 Sonnet, can be
expensive due to the iterative nature of its tasks.
Such autonomous agents require numerous ite-
rations to refine their outputs, leading to higher

Jun-23

Dec-23

Jun-24 Dec-24

Time

inference costs despite the decreasing per-token
rate. Although pricing for this research preview
may change, its current cost remains significant
due to the demands of its use case. Additionally,
OpenAl continues to maintain premium pricing
for its flagship models, GPT-4.5 and ol-pro, while
reducing prices for models such as GPT-4.1 and
03-mini. The rest of the players are trying to main-
tain prices low (see Figure 5) to compete and gain
users.
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OpenAl might rethink that decision though, as
they have decided to discontinue support for the
GPT-4.5 APl by July 2025 (released towards the
end of February 2025), in favor of the cheaper and

more recently released GPT-4.1 Series, 0o4-mini or
o03-pro. Time will tell, but the overall trend pushes
for better and cheaper models around a standar-
dized cost.

FIGURE 5: COMPARING LLM COSTS WITH THEIR GPQA SCORES (%)
Source: LLM Stats

Cost vs. Quality comparison between major LLM providers

This graph shows a comparison of prices between different LLM providers vs. their GPQA score. GPQA is a Google-Proof Q&A Benchmark,
a challenging benchmark of MCQs in various scientific domains, curated by experts. The questions are high-quality and extremely difficult,
hence performance on this benchmark can function as a proxy for LLM.
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From Zero to Scale: The Growth of GenAl in
Industries

Businesses should not be deterred by the initial
investment costs required to set up knowledge
bases and/or the development of an Al-first data
culture as the mid-term to long-term potential is

GenAlisrapidly transforming industries, driven by

its ability to lower adoption barriers and enhance

clear. This increasingly competitive pricing lands- efficiency. This is particularly evident in software

cape and downward pricing trend suggest that development, where Al coding assistants are re-

today's seemingly expensive Al projects are likely volutionizing workflows. GitHub Copilot leads
the market, while Anthropic's Claude Code and

Vercel's VO have expanded this transformation

to become significantly more cost-effective in
the very near future.

with in-browser coding and execution capabi-
lities, fundamentally changing how developers
interact with Al.
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This accelerated growth extends beyond sof-
tware development. Financial analyses reveal
GenAl companies are achieving revenue miles-
tones substantially faster than previous software
cycles'®. According to Stripe data, GenAl compa-
nies reach $1 million in annual revenue within 11
months, compared to 15 months for traditional
technology companies. These enterprises reach
$30 million five times faster than traditional SaaS
counterparts, with Cursor scaling from $1 million
to $100 million ARR in just one year™.

This unprecedented growth stems directly from
GenAl'sintuitive interface:language. By allowing
users to access sophisticated capabilities
through simple conversational prompts rather
than complex Ul, organizations implement so-
lutions with minimal training requirements. This

accessibility advantage reduces deployment ti-
melines and drives rapid adoption (see Figure 6).
The technology's ease of use accelerates market
penetration and revenue growth (see Figure 7).
As France’s “Al Efficiency” initiative', highlighted
in February 2025, at least

94

55% of submitted projects leverage GenAl tech-
nologies, particularly in the services sector (70%)”

These projects frequently incorporate advanced
GenAl capabilities such as Retrieval-Augmented
Generation (RAG) if applicable, underscoring the
strategic adoption of GenAl in operational pro-
cesses as organizations prioritize transformative
technologies to enhance their competitive edge.

(10) Murgia, M. (2024, September 27). Al start-ups generate money faster than past hyped tech companies. Financial Times. Retrieved from https://www.ft.com
(11) Cursor at $100M ARR | Sacra
(12) https://www.entreprises.gouv.fr/la-dge/actualites/ami-ai-efficiency-les-laureats-en-detail



https://sacra.com/research/cursor-at-100m-arr/
https://www.entreprises.gouv.fr/la-dge/actualites/ami-ai-efficiency-les-laureats-en-detail

FIGURE 6: 100M USERS MILESTONE
FOR SOME WELL-KNOWN COMPANIES
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FIGURE 7: REVENUE MILESTONE
FOR SOME WELL-KNOWN GENAI COMPANIES

Source: TechCrunch, Appfigures Explorer
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2. Understanding the
Strategic Inflection
Point

The Generative Al wave is no longer just
about powerful language models; it's about
delivering practical and scalable solutions
that directly impact business outcomes.

In this section, we dive into the critical
advancements enabling this shift, from data
challenges like scarcity and quality to pushing
the boundaries of model efficiency and
reasoning. Agentic Al, coupled with protocols
like MCP, is empowering businesses to
automate complex workflows, integrate even
better with existing systems, and opens new
levels of operational efficiency and innovation.

24



The Shift from Al Models to Al Products,
Systems and Services

The pursuit of ever more powerful Al models is
fueling unprecedented investment in the GenAl
space. At the forefront of this, companies such as
OpenAl and Anthropic, are committing enormous
capital. The scale of this investment is evident in
their 2024 financials: OpenAl spent $5 billion
while generating $3.7 billion in revenue®, and An-
thropic burned through $5.6 billion, projecting
another $3 billion burn in 2025'. This massive
spending is enabled by significant backing from
major investors: Microsoft has invested heavily in
OpenAl, who recently raised $40 billion ata $300
billion valuation’. Similarly, Amazon and Google
have invested in Anthropic, which secured $3.5
billion in additional funding’®.

These organizations then face ever-increasing
investor pressure to demonstrate profitability
and long-term sustainability. Reflecting this
shift, OpenAl also announced plans to transition
from a non-profit research organization control-
ling a for-profit arm to a completely for-profit Al
company.

Driven by the need for revenue and long-term
viability, GenAl companies are shifting their fo-
cus from pure research to developing practical,
market-ready products such as ChatGPT Enter-
prise and Microsoft Copilot. In parallel, Al-native
companies and Labs like Mistral Al are heavily
investing in solutions based on their foundation
models. The launch of Le Chat Entreprise in May
2025, a privacy-focused, customizable Al assis-
tant, exemplifies’ CEO Arthur Mensch’s vision
that the next wave of Al chatbots will stand out
through innovative features and superior user
experience.

With such services, some GenAl-first compa-
nies are already seeing strong financial success.

ElevenLabs, the leading text-to-speech provi-
der, hit a $1.1 billion valuation in January 2024
achieving unicorn status, with its tools adopted
by 62% of Fortune 500 companies. Its Series C
raise of $180 million had it tripling its valuation
to $3.3 billion as of January 2025, The recent
partnership with Spotify to integrate Al-narrated
audiobooks highlights how such collaborations
help GenAl firms expand into new markets and
boost revenue.

To fully realize this transformative potential,

however, organizations must now shift their fo-
cus towards a critical resource: data. The next
frontier in Al lies not just in model innovation,
but in strategically addressing the challenges
of data scarcity, quality, and accessibility. A new
approach to data-centric Al development has be-
come paramount for Al systems as organizations.

(13) https://www.nytimes.com/2024/09/27/technology/openai-chatgpt-investors-funding.html

(14) https://www.reuters.com/technology/anthropic-projects-soaring-growth-345-billion-2027-revenue-information-reports-2025-02-13/

(15) https://www.bloomberg.com/news/articles/2025-03-31/openai-finalizes-40-billion-funding-at-300-billion-valuation

(16) https://www.investopedia.com/ai-startup-anthropic-valued-at-usd61-5b-after-latest-funding-round-11689703 /25

(17) https://www.gzeromedia.com/gzero-ai/openais-nonprofit-days-are-behind-it

(18) https://www.reuters.com/technology/artificial-intelligence/voice-ai-startup-elevenlabs-closes-new-funding-round-33-billion-valuation-2025-01-30/


https://www.nytimes.com/2024/09/27/technology/openai-chatgpt-investors-funding.html
https://www.reuters.com/technology/anthropic-projects-soaring-growth-345-billion-2027-revenue-information-reports-2025-02-13/
https://www.bloomberg.com/news/articles/2025-03-31/openai-finalizes-40-billion-funding-at-300-billion-valuation
https://www.investopedia.com/ai-startup-anthropic-valued-at-usd61-5b-after-latest-funding-round-11689703
https://www.gzeromedia.com/gzero-ai/openais-nonprofit-days-are-behind-it 
https://www.reuters.com/technology/artificial-intelligence/voice-ai-startup-elevenlabs-closes-new-fu

The growing challenge of data: acquiring
high-quality data in an increasingly scarce
landscape

Despite the remarkable advancementsin Gen Al,
the pace of performance gains is slowing, and
new challenges are emerging.

Companies deploying Al tools and applications
face these challenges directly, necessitating a
strategic shift in how they approach Al develop-
ment and data reliability.

FIGURE 8: PROJECTIONS OF THE STOCK OF HUMAN-GENERATED
PUBLIC TEXT AND DATASET SIZES USED TO TRAIN NOTABLE LLMS

Source: Will we run out of data? Limits of LLM scaling based on human-generated data, Epoch Al

The Data Scarcity Challenge

Performance improvements driven solely by the volume of data are diminishing as we are running out of human generated data to train on.
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Performance improvements driven solely by in-
creasing the volume of training data are dimini-
shing. Each new model generation shows smaller
performance gains, despite using increasingly
larger training datasets. Figure 8 projects the ti-
meline for Al training data depletion according to
both historical and compute-based forecasts™.

According to this calculation, high-quality lan-
guage stock data has already run out some-
time half-way through 2024. Collecting massive
amounts of data is no longer sufficient.

The competitive advantage will shift to businesses
that can access, curate, and train Al models on their
unique, high-quality datasets.”

(19) The historical projections are based on observed growth rates in the sizes of data used to train foundation models. The compute
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FIGURE 9: PROJECTION OF EXHAUSTION

OF AVAILABLE TRAINING DATA
Source: The 2024 Al Index Report

Projections of ML data exhaustion by stock type:
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Source: Epoch, 2023 | Table: 2024 Al Index report
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Synthetic Data: A double-edged sword for
Al

Growing privacy concerns in real-world data
collection are driving interest in synthetic data
alternatives that mirror the statistical characte-
ristics of authentic datasets while avoiding the
associated risks.

cc

Synthetic data can be a powerful lever to improve
model performance.”

Consider Microsoft's Phi-4 model, which de-
monstrates the potential value of curated syn-
thetic data. Phi?® employs synthetic data as a
form of "spoonfeeding," strategically presenting
information tailored to the model's current un-
derstanding. This new approach suggests that
synthetic data, when carefully controlled and

deployed, may offer enhanced reasoning capa-
bilities. However, it also exhibited limitations: in-
creased reliance on synthetic data led to under-
performance on knowledge-intensive tasks and
higher risks of hallucinations.

The implications of synthetic data are not uni-
formly positive. As the internet becomes increa-
singly populated with Al-generated content, in-
cluding blog posts and images, the potential for
data pollution grows. This synthetic data often
lacks the coherence and accuracy of real-world
data, potentially degrading the performance of
Al models trained on it?\. This poses a significant
risk: models trained on "polluted" data may pro-
duce unreliable and biased outputs, leading to
flawed decision-making and reputational damage
for businesses. Consequently, the effectiveness
of relying on recent data alone to improve GenAl
performance will likely diminish over time.

FIGURE 10: EVOLUTION OF CONTAMINATED DATA IN COMMON CRAWL DATA
Source: FineWeb by Hugging Face, Open Review

Synthetic Data Contimation: Evolution of contaminated data in Common Crawl over time

Since the release of ChatGPT, there has been a sharp increase in the proxy metric which detects synthetic data (orange), by counting
the occurences of words favored by ChatGPT such as "delve", "as alarge language model", "rich tapestry", "intertwined", etc.

The score is the evaluation score (0-1, higher is better) of the collected data using the lighteval library (blue). Improved filtration and
deduplication techniques are responsible for the increasing evaluation score.
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The horizontal axis refers to a version of Common Crawl Data for a particular year.
(20) Phi-4 Technical Report
(21) Shumailoy, I., Shumaylov, Z., Zhao, Y., Papernot, N., Anderson, R., & Gal, Y. (2024). Al models collapse when trained on recursively generated data.
Nature, 631(8022), 755759. /27


https://arxiv.org/abs/2412.08905
http://Shumailov, I., Shumaylov, Z., Zhao, Y., Papernot, N., Anderson, R., & Gal, Y. (2024). AI models collapse when trained on recursively generated data. Nature, 631(8022), 755759.
http://Shumailov, I., Shumaylov, Z., Zhao, Y., Papernot, N., Anderson, R., & Gal, Y. (2024). AI models collapse when trained on recursively generated data. Nature, 631(8022), 755759.

Overall, we should start decoupling reasoning and
intelligence capabilities from pure knowledge
compression. While LLMs thrived in the latter
thanks to their large training corpus, they show
limitations in the former because of their design:
statistical prediction of the next token.

Data Quality: The critical differentiator

As the quantity of readily available data dimi-
nishes and the prevalence of synthetic data in-
creases, the quality of data collected for training
Al modelsis of paramountimportance. Simply put

cC

The better the data, the better the Al model, and
crucially, the better the products and services.”

Curated, high-quality synthetic data offers po-
tential advantages for training LLMs; conversely,
synthetic data pollution in public datasets could
lead to unreliable outputs. Two key pieces of evi-
dence highlight this:

THE PROBLEM

Contamination of Public Datasets:
Widely used public datasets, like Common

Crawl®? are increasingly contaminated with
Al-generated content. Figure 11 illustrates
how the proportion of synthetic datain
Common Crawl has risen significantly since
the release of ChatGPT?=s.

THE SOLUTION

Proven Benefits of High-Quality Data:
Research efforts, such as the development
of the meticulously curated 15 trillion
tokens FineWeb dataset by Hugging
Face®t, demonstrate the dramatic impact
of data quality on model performance.

As illustrated in Figure 11, models trained
on FineWeb consistently outperform
models trained on lower-quality datasets
(like C4, The Pile, and RedPajama) across
various benchmark tasks. Investing in data
quality directly translates to improved Al
performance.

FIGURE 11: HIGHER QUALITY DATA LEADS TO BETTER MODEL PERFORMANCE
Source: FineWeb by Hugging Face, Open Review

Higher quality dataleads to better model performance

The aggregate score is the aggregated evaluation score of LLMs on various benchmarks, evaluated using the lighteval library.
Thelegend mentions various internet scale datasets will several billion tokens, that are used to train LLMs. To better compare the datasets,

we plot a 3-point moving average (MA) for all the datasets considered.
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(22) Common Crawl is a publicly available, massive dataset containing billions of web pages that have been systematically collected and archived

from across the internet, widely used for training language models and other Al applications.
(23) FineWeb: Decanting the web for the finest text data at scale - A hugging face space by HuggingFace. (n.d.).
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(24) Penedo, G., Kydli¢ek, H., allal, L. B., Lozhkov, A., Mitchell, M., Raffel, C., ... Wolf, T. (2024b). The FineWeb datasets: Decanting the web for the finest text data at scale.


https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1
https://arxiv.org/abs/2406.17557
https://arxiv.org/abs/2406.17557

Although indisputable on the scale of a few billion
tokens, this graph does not allow us to conclude
that data quality has as much importance in the
context of large scale training. However, it clearly
shows that a small model trained with little but
good quality data can equal or even outpace lar-
ger models.

For traditional businesses, the key to effective Al
implementation lies not in training from scratch,
butin providing LLMs with high-quality context to
excel within their specific domain. This requires
robust corporate data management focused on
collecting, storing, cleaning, preprocessing, va-
lidating, and verifying your organization's unique
information. Strong data governance is essen-
tial for ensuring Al systems can access the right
proprietary context, supporting either Retrie-
val-Augmented Generation (RAG) or targeted
fine-tuning with domain-specific data.

Being able to effectively clean internal knowledge
bases is what will ultimately determine Al success
in business.”

Overall model performance continued to
improve

Despite challenges related to data quantity and
quality, LLM performance continues to improve
and this translates directly to increased business
value. Companies can leverage Al to solve more
complex problems, automate intellectual tasks,
and gain deeper insights from their data.

Automation Solutions

Automate complex, multi-step processes
that previously required human judgment.

Personalized Content creation

Deliver highly targeted and relevant
marketing messages at scale.

Enhanced Fraud Detection

Identify and prevent fraudulent activities
with greater speed and precision.

Regulatory Compliance

Automate compliance checks, reducing
risk and freeing up valuable resources.

-

Advanced information access

Simplify and automate information
access in multi-document databases.

While models like GPT-40 showed moderate im-
provements over their predecessors, other model
families and Vision Language Models (VLMs)?*de-
monstrated substantial progress. LLMs are now
excelling in "reasoning" areas where they were
previously limited. For example, in December
2024, OpenAl's 03 model achieved an accuracy
of 25% on FrontierMath benchmark?® - a signifi-
cant jump from its predecessor's 3%. Same on
the ARC-AGI-1 benchmark,?” performance pro-
gressed from 0% in 2023 with GPT-3to 5% in 2024
with GPT-40 and finally reached 53% by the end
of 2024 with 03-medium and 41% by April 2025
with o4-mini-medium?s,

The progress Al models have made in reasoning
ability is a game-changer for businesses, allowing
them to tackle complex, multi-stage, intellectual
tasks that were previously beyond reach.”

This includes advanced data analysis, strategic
decision support, and problem-solving that
leverages web search, benefiting diverse sectors:

Though OpenAl remains aleader, new and impro-
ved model families are emerging, many of which
offer distinctive advantages such as lighter archi-
tectures and greater energy efficiency.

(25) https://www.vellum.ai/blog/lim-benchmarks-overview-limits-and-model-comparison
(26) Frontier Math evaluates LLM on advanced math reasoning abilities across challenging college and graduate-level problems, requiring

multi-step reasoning.

29

(27) ARC-AGI-1 evaluates advanced reasoning capabilities of Al systems through complex, novel problems requiring adaptability and generalization

beyond training data.
(28) Analyzing 03 and o4-mini with ARC-AGI


https://www.vellum.ai/blog/llm-benchmarks-overview-limits-and-model-comparison
https://arcprize.org/blog/analyzing-o3-with-arc-agi
https://arxiv.org/abs/2406.17557
https://arxiv.org/abs/2406.17557

This creates a highly competitive market, driving
innovation and providing businesses with a wider
range of options to choose from?°,

Beyond Accuracy: The Rise of Efficiency,
Compact Models, Improved latency and
Advanced Reasoning in Al

While model accuracy on benchmarks remains
the most widely scrutinized metric, growing ef-
forts are being devoted to efficiency through mo-
del size reduction, context awareness, reasoning
capabilities and even agentic capabilities. These
factors have a direct impact on operational costs,
deployment flexibility, and the ability of these Al
models to address complex problems.

Model Distillation: Enabling compressed
SOTA Al models

Distillation is a technique that enables the crea-
tion of more compact and efficient models by
transferring knowledge from a large "teacher"
model to a smaller "student" model, preserving

performance while reducing size and computa-
tional cost.

In early 2025, DeepSeek released DeepSeek R1, a
powerful 671B-parameterlanguage model, along-
side its distilled versions : R1-Lite (7B) and R1-Mini
(1B), while R1 excels in complex reasoning tasks
such as code generation and mathematics, R1-
Lite achieves comparable performance on sum-
marization and question-answering.

Distillation works by having the student model
mimic the teacher’s softened output probabilities
(logits) or intermediate representations, forcing
ittolearn nuanced patterns rather than just hard
labels. This results in more compact and faster
models ideal for edge devices.

FIGURE 12: KNOWLEDGE DISTILLATION
PRINCIPLE: TRAINING A SMALLER MODEL
USING A LARGER TEACHER MODEL
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Model Quantization: Pushing the Boundaries
of Efficiency

Quantizationis a deeplearning technique that re-
duces the computational and memory demands
of LLM by converting high-precision numerical
representations (e.g. 32-bit floating point)

(29) Chatbot Arena (formerly LMSYS): Free Al Chat /30

to Compare & Test Best Al Chatbots
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into lower-precision formats (e.g. 8-bit integers).
This optimization lowers resource requirements
for inference, maintaining acceptable accuracy
and making scalable LLM deployment possible.
By shrinking model sizes without significant per-
formanceloss, quantization allows businesses to
run powerful Al on cost-effective hardware, en-
hancing real-time Al applications for both cloud
and edge environments.

In fact, quantization can even be used to reduce
training costs. For example, the Deepseek-V3
model's training leveraged an FP8 (8-bit Floa-
ting Point) mixed-precision training framework
to improve cost-effectiveness. More recently,
Microsoft's research into 1-bit quantization (e.g.,
1.58-bit with ternary parameters) has further ad-
vanced this technique, demonstrating its poten-
tial to achieve even greater efficiency without
compromising performance3°. This suggests a
future where

cC

Powerful models will likely operate with greater ef-
ficiency enabling theirintegration into embedded
GenAl applications.”

The emergence of new model innovations

In the pursuit of greater efficiency, new model ar-
chitectures are emerging. Two notable examples
are Hybrid Models and Mixture-of-Experts (MoE)
models:

HYBRID MODELS

These models combine LLMs with
State-Space Models (SSMs), such as
Jamba 1.5%, to achieve higher throughput
and longer context windows. SSMs are

dynamic systems that use state variables
and equations to model their evolution
over time. They are emerging as a potential
solution to LLM hallucinations and can
achieve state-of-the-art performance
while processing larger amounts of data
more efficiently

(30) The Era of 1-bit LLMs: All Large Language Models are in 1.58 Bits

MIXTURE-OF-EXPERTS (MOE)

Models built on this architecture

activate only the most relevant "expert"
sub-models for specific tasks, saving
computational resources. This translates
to lower energy consumption and faster
processing, reducing operational costs.
While MoE models offer faster pretraining
and inference than dense models of
comparable size, they demand high VRAM,
as all experts must be loaded into memory.

On December 8, 2023 Mistral released Mixtral
8x7B, an open source sparse MoE, which matched
or outperformed GPT-3.5 on most benchmarks.
This was an indicator of what was to come, with
the release of the DeepSeek V3 MoE model on
December 26th, 2024, which outperformed LLA-
MA-3.1, GPT-40, and Claude-3.5-Sonnet on mul-
tiple benchmarks?®2,

Despite DeepSeek having 671B parameters, only
37 billion of them are activated for any task, re-
ducing computational costs without 1oss of per-
formance thanks to MoE. Alibaba Qwen’s MoE in-
novations - such as fine-grained experts, sparse
activation, and advanced routing - enable their
models to deliver state-of-the-art performance
at a fraction of the cost and computational re-
quirements of traditional dense models. These
improvements deliver up to 75% reductions in
training costs, nearly double the inference speed,
and the ability to outperform much larger models
on key benchmarks. These are good examples
among a variety of innovationsin Al,

cC

New model architectures are getting more and
more mature. It is therefore interesting to see the
community leveraging each other’s innovations
through open source developments - as Deepseek
or Qwen did with Mistral and vice versa probably. ”
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Test Time Scaling or “Reasoning”: Solving
More Complex Problems

The original scaling laws in the context of Large
Language Models (LLMs) primarily refer to the
pre-training phase. The fundamental principle
is that larger models, trained on larger datasets
with greater computational resources, generally
exhibit greater capabilities. In essence, LLM per-
formance scales with model size, dataset size, and
the amount of compute used during training.

The next set of scaling laws pertain to the post
training phase, using techniques including
fine-tuning, distillation, and reinforcement lear-
ning. This type of scaling can improve computa-
tional efficiency, accuracy or domain specificity>S.

OpenAl pioneered modelsleveraging the newest
scaling law, or the concept of "test-time scaling."

This approach, while potentially less intuitive for
machines, aligns more closely with human pro-
blem-solving. The underlying principle is that

cC

Providing an Al model with more processing time
to "think", results in more accurate and nuanced
outputs.”

The development of "reasoning LLMs," such as
GPT-01, GPT-03, and DeepSeek R1, exemplify this
trend. While Claude 3.7 Sonnet is also a reasoning
model, it differs by employing a user-definable
"thinking token budget." This allows users to en-
able or disable "thinking" and adjust the num-
ber of tokens allocated to it, up to a maximum of
128,000 output tokens (with a default of 1024).
higher risks of hallucinations.

FIGURE 13: THE EFFECT OF TEST-TIME COMPUTE ON ACCURACY
Source: OpenAl ol Report
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(33) https://blogs.nvidia.com/blog/ai-scaling-laws/

ol AIME accuracy on test set
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Reasoning models are built on top of foundation
models and consistently outperform them across
nearly all benchmarks. The o-series (o1& 03) were
(mostlikely) developed on top of GPT-40, though
this has not been confirmed. GPT-4.5 demons-
trated a 20-percentage-point improvement in
GPQA3* scores compared to GPT-40, suggesting
that next-generation reasoning models will likely
follow this trend, pushing the boundaries of exis-
ting benchmarks and requiring the development
of new metrics.

For businesses, these enhanced reasoning ca-
pabilities enable Al to move beyond basic-level
automation to tackle more complex, advanced
tasks. With reasoning models and improved tool
use, Al can now handle broader use cases that
were previously out of reach using traditional
LLMs:

e ™
Multi-hop Q&A:

Connecting layered facts (e.g., "What were
the key recommendations from the Q1 market
analysis report, and how do they align with our
current product development roadmap?").

@ 4
(i i
Math/Logic:

Solving word problems with step-by-step
derivations (e.g., "If Alice is twice as old as Bob
was 5 years ago...").

N6
@
Code Debugging:

D &

Fixing logic errors, not just syntax (e.g., "This
function fails due to uninitialized variables").

&
-

Legal Nuance:

P €

Interpreting clauses contextually (e.g., "Does
‘force majeure’ cover blockchain outages?").

- 4
@ B
Cross-Domain Insight:

Merging fields (e.g., "Explain quantum
computing using cooking analogies").
\ _4

(34) Graduate-Level Google-Proof Q&A Benchmark, comprising domain expert level questions in biology, physics and chemistry.

PhDs in their domain score only around 65%

Chain-of-Thought prompting, RAGs, and lo-
gic-trained fine-tuning enable these leaps and
offer deeperinsights and better decision-making
capabilities. Even if they don't always dominate
traditional benchmarks,

cC

Reasoning LLMs are fundamentally changing what
Al can do for businesses as it improves model
autonomy.”
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The exponential growth of context length
in LLMs

Higher quality dataleads to better model performance

The aggregate score is the aggregated evaluation score of LLMs on various benchmarks, evaluated using the lighteval library.
Thelegend mentions various internet scale datasets will several billion tokens, that are used to train LLMs. To better compare the datasets,

we plot a 3-point moving average (MA) for all the datasets considered.

FIGURE 14: EXPONENTIAL GROWTH OF CONTEXT LENGTH

Source: Artfish Al: Evaluating long context large language models
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Complementing the advances in model architec-
ture, quantization, and test-time scaling, ongoing
research is focused on expanding the context
window of LLMs. Think of an LLM's context win-
dow as its "working memory." This is the amount
of information it can consider at once, analogous
to human short-term memory. Google's Gemini
model series, with its >=1 million token context
window, exemplifies this approach. The goalis to
potentially eliminate the need for a separate vec-
tor database (used in RAG) by allowing the LLM to
directly process much larger amounts of informa-
tion. However, simply increasing the context win-

(35) https://blog.dataiku.com/is-rag-obsolete

. Meta

OpenAl

dow introduces a "needle in a haystack" problem:
models often struggle to effectively retrieve spe-
cific information from extremely large contexts,
necessitating further research into efficient in-
formation retrieval mechanisms.

While it may require additional initial investment
to setup a RAG, it will likely be cheaperin thelong
run. Users will probably end up paying more for
large context models since the cost is calculated
based on both input and output tokens®®. The ad-
vantages of RAG systems are detailed further in
Section IV : Building Effective Systems.
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Agentic Al: unlocking actions and tool
usage

Agentic Al represents a significant leap beyond
single-model Al systems. Instead of relying on
a single LLM, agentic Al involves systems com-
posed of language models that interact with each
other or with third-party products and tools.

These interactions are not simple question-
and-answer exchanges; they encompass a wide
range of tasks, including planning actions, re-
viewing outputs, simplifying inputs, or setting
new goals. This enables the creation of complex
chains of thought, where models interact with
multiple systems, empowering them to use these
third-party products or tools to solve problems
that single LLMs struggle to correctly address.

FIGURE 15: DIFFERENCE BETWEEN RPA, Al, GENAI AND Al AGENTS
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A typical workflow follows a "Thought-Ac-
tion-Observation" cycle: the agent decomposes
a complex problem, takes specific actions using
available tools (APls, etc.), observes the results,
and adapts its strategy as needed. Agents can
also learn from experience through memory, re-
fining their problem-solving abilities over time.

(36) https://www.anthropic.com/engineering/building-effective-agents

complex processes.

Several open frameworks exist for building and
monitoring Al Agents, including Smolagents (Hu-
ggingFace), Llamalndex (Meta), LangGraph (Lang-
Chain). These open frameworks provide integra-
tions with hundreds of tools for web browsing,
code interpretation, productivity applications
like GitHub and Jira, and database access. GUI-
based tools like Rivet and Vellum3® further sim-
plify the agent building process.
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By orchestrating these tools, Al Agents can tackle
an ever-expanding range of real-world challen-
ges. Proprietary frameworks, integrated in larger
cloud services also exists such as Amazon’s Be-
drock Agents for building applications with com-
pany-specific APls and systems, CrewAl for mul-
ti-agent systems, Agent Squad for orchestration;
Vertex Al Agent Builder for developing, deploying,
and monitoring generative Al agents on GCP;
OpenAl Agents SDK for designing multi-agents
workflow with OpenAl models and supported on
Azure environments.

Similarly, platforms like n8n, a workflow auto-
mation platform, provide a blend of no-code
and code-based approaches, allowing technical
teams to build powerful automations with a wide
range of integrations and native Al capabilities.
Another approach is Manus, a general Al agent
designed to execute tasks, offering pre-built use
cases and a focus on turning user intentions into
concrete actions. These tools cater to different
skill sets and needs, making Al agent develop-
ment more accessible to a wider audience.

The Next Generation of Robotic Process
Automation

Al Agents can be seen as the Al evolution of tradi-
tional Robotic Process Automation (RPA). While
RPA relies on predefined scripts for repetitive
tasks, Al Agents reason, plan, and adapt dynami-
cally, unlocking new automation possibilities.

Key advantages over traditional RPA include:

Intelligent Data Extraction:
Extracting data from unstructured sources

(emails, PDFs) with greater accuracy. RPA fails
to adapt to unseen formats.

Dynamic Workflow Automation:

Adapting to changing requirements without
constant human intervention.

Self-Improvement:

Learning from experience to improve
performance.

Integration with Legacy Systems:

Al Agents can use classical tools such as
accessing files in a file folder, automating
mouse and keyboard and other non-API
tools to be connected to legacy systems.

Al Agents can go even further and even optimize
the toolintegrations that one has to manage.
While current agent frameworks provide access
to hundreds of tools, connecting these tools

to a common framework for seamless use is
something that needs to be handled. This is
where Model Context Protocol (MCP) comes in.

Model Context Protocol (MCP)

If youworkin Tech, there is a good chance you mi-
ght have heard about MCP. MCP aims to simplify
the connection of Al to tools and data sources,
first introduced by Anthropic in the last quarter
of 2024 as the "USB-C port" for Al. MCP provides
a universal and open-source standard to connect
Al to tools and data sources. MCP converts an
MxN toolintegrationin LLM problem into an M+N
problem. Instead of having to connect to each of
the N models to M different tools, (=MxN integra-
tions), we can simply connect the models to the
MCP server (N connections) which willin turn be
connected to M different tools.

In MCP terms, a client is a software like Claude
Desktop or Cursor that a user interacts with di-
rectly, and which incorporates an LLM and grants
it access to tools provided by MCP servers (see
Figure 17). MCP servers are thus programs you
install and run on your own machines.
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FIGURE 16: BENEFITS OF USING MCP OVER TRADITIONAL INTEGRATION METHODS
Source: Hugging Face Blog: “What Is MCP, and Why Is Everyone - Suddenly!- Talking About It?” & Anthropic
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While libraries such as LangChain allow deve-
lopers to equip LLMs with tools, MCP is mo-
del-centric, allowing a running agent to disco-
ver and utilize any MCP-defined tool at runtime,
reducing the need for pre-built integrations. For
developers and businesses, this translates into
faster Al deployments and lower development
costs. By allowing Al assistants to seamlessly
access data, automate complex tasks with tools,
and generate answers without complex custom
integrations, MCPs unlock scalable Al solutions
in any IT organization.

MCP’s innovation can be compared to APls (Ap-
plication Programming Interface) in terms of im-
pact on digital systems and with improved ca-
pabilities in terms of integration, scalability and
fault isolation. MCP is to Al what APl is to data,
both technologies enable integration and com-
munication between digital systems. Most digi-
tal environments of the future will likely use both:

APIs for structured connectivity, and MCP as the
intelligent, adaptive layer for Al-driven workflows.
See MCP vs APl illustration below.

Although this protocol still needs to prove its ma-
turity, especially in terms of security (e.g. prompt
injections), it is worth noting that all the big ac-
tors (including OpenAl and Google) are already
adopting it as a common protocol.

Google recently released another framework
called A2A - Agent to Agent to simplify Al agents’
collaboration, this framework also uses MCP.
Though promising, this framework is niche and
still needs to prove itself valuable in production
environments. The reasons remain the same: Al
agents can and will make mistakes. It is however
worth mentioning as these technologies are only
a few months old, new improvements should pro-
gressively resolve these limitations.
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Table 1: The key differences and similarities between API, MCP and A2A protocols

AGENT

TO AGENT

PURPOSE
AND SCOPE

INTERACTION
MODEL

INTEGRATION
APPROACH

DATA
HANDLING

SCALABILITY
& FLEXIBILITY

FAULT
ISOLATION

General system-to-
system communication;
exposes fixed endpoints

Stateless, request-
response; each call
isindependent

Custom integration
for each system; many
bespoke connections

Returns structured data
(JSON, XML); context
managed externally

Scaling often means
scaling the whole
system; less flexible

Failures can affect
entire system

Al-to-toolintegration;
standardizes how

Al models access
tools & data

Stateful, bidirectional;
supports real-

time, continuous
context-sharing

Universal, discovery-
based; single protocol for
dynamic Al interactions

Context-aware;
aggregates/formats data
for Al models dynamically

Microservices-based,;
scale/update individual
services independently

Faults isolated to
individual services

Al agent-to-agent
communication; enables
collaboration between
autonomous agents
across different platforms
and frameworks

Task-oriented, stateful
communication; supports
both stateless request-
response and long-running
collaborative tasks with
real-time updates

Agent discovery via
"Agent Cards"; open
protocol enabling
agents from different
vendors/frameworks to
interoperate seamlessly

Supports multimodal
data exchange (text,
audio, video); structured
messaging with

parts and artifacts

Microservices-
oriented; agents act as
independent services
that can be swapped,
updated, or added
with minimal friction

Failures isolated to
individual agents;
protocol supports task
retries and backup agent
routing for resilience
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FIGURE 17: MCP VS API
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3. Navigating
the Al landscape

The Generative Al landscape is
interconnected, with technological
advancements intertwined with geopolitical
ambitions, market forces, and regulatory
developments. This section explores this
complex web, examining how the global race
for Al dominance influences market leadership
and hardware supply chains, drives significant
investment, and shapes the trajectory of
major players like China. Furthermore, we

will highlight the critical importance for
businesses to understand the nuances of
data partnerships and the diverging legal and
reqgulatory frameworks that are defining the
boundaries of Al deployment and requiring
careful strategic consideration
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Growing geostrategic stakes

Having examined the fundamental shifts in the Al
landscape, we now see Al and especially GenAl
emerging as a critical geostrategic asset with a
growing influence on international relations and
policy decisions.

The United States, at the forefront of Al innova-
tion, provides compelling examples of this evol-
ving dynamic through several recent strategic
actions:

Securing Al dominance:

= The United States required TSMC to establish a
semiconductor manufacturing facility in Arizona
as a strategic decision, considering that semi-
conductor productionis concentrated among a
small number of Taiwan-based companies. Gi-
ven China's interests regarding Taiwan, develo-
ping domestic chip manufacturing capability is
essential for the U.S. to maintain technological
self-sufficiency.

Europe, through the European Chips Act, aims
to secure semiconductor supply by mobilizing
over €43 billion in public and private invest-
ments. This initiative strengthens Europe’s tech-
nological leadership and enhances supply chain
resilience through collaboration with Member
States and international partners. It also aims to
increase Europe’s global semiconductor market
share to 20% by 2030.

Controlling foreign interactions:

= The U.S. blocked a Saudi fund's partial acquisi-
tion of Anthropic

= The U.S. restricted Chinese access to Nvidia
hardware, limiting China’s Al infrastructure de-
velopment, though companies like DeepSeek
demonstrate that Chinese firms can still access
U.S. chips obtained before thelimitations or rent
data centers to work around these limitations.

Deepening Al’s role in national security:

= Retired U.S. army general Paul M. Nakasone
joined OpenAl's board.

= Anthropic and Palantir recently partnered, al-
lowing Palantir to utilize Claude models®’.

= Google removed its commitment not to develop
Al for weapons and surveillance from its corpo-
rate policy, reversing its previous stance against
technologies causing harm32.

Al will play a major role in the future balance of
power among global leaders.
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Market Leadership and Hardware
Dominance

FIGURE 18:GENAI INVESTMENTS HAVE STRONGLY INCREASED OVER THE PAST TWO YEARS
Source: State of Al Report 2024

GenAlinvestments have significantly increased over the past two years

Thank to GenAl applications and products, and mega-rounds of investment into companies like OpenAl, xAl and Anthropic, investment into
Al companies reached close to $1008B. It might have even exceed it since the time of writing.
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As generative Al becomes a key geostrategic as-
set, it is also reshaping market dynamics, with a
few dominant players capturing most of the value.
This revenue concentration mirrors the geopoli-
tical race for Al leadership and reveals growing
tensions between innovation, valuation, and fi-
nancial sustainability.

The growth of the GenAl industry has led to si-
gnificant valuations across leading companies.
OpenAl's $157 billion valuation in October 2024
stands in stark contrast to its $3.7 billion revenue
and $5 billion annual losses®°. As the market lea-
der, OpenAl generates nearly four times the reve-
nue of Anthropic, its closest competitor.

In Europe, four of the five largest tech fundraising
rounds in 2024 were Al-related: Wayve ($1.05 bil-
lion), Mistral (€468 million), Poolside ($500 mil-
lion), and Helsing (€450 million)*° . This strong
momentum shows that Al is also a strategic prio-
rity on the continent, with growing ambition to
shape the global landscape.

(39) OpenAl sees roughly $5 billion loss this year on $3.7 billion in revenue
(40) The 20 largest equity and debt rounds in 2024
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While increased investment drives innovation and
competitive pricing now, it may lead to market
instability later. Companies face mounting pres-
sure to develop sustainable business models in
this rapidly changinglandscape. The gap between
current valuations and financial realities raises le-
gitimate concerns about a potential Al bubble.

Observers legitimately question whether these
valuations reflect realistic growth potential or
speculative enthusiasm. The market may even-
tually require significant consolidation as inves-
tors demand clearer paths to profitability.

Nvidia’s continued dominance in Al
hardware

Beyond its innovation breakthrough, the rapid
rise of GenAl in the market is largely due to si-
gnificant advances in hardware, with leaders such
as Nvidia playing a central role in the emergence
of these technologies.
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Nvidia's leadership in the Al hardware market is
undeniable, reflected in its exceptional financial
performance. In Q2 2024, the company generated
$30 billion in revenue, substantially exceeding
AMD's $5.8 billion and Intel's $12.8 billion as seen
in Figure 19. This advantage highlights Nvidia's
strategic position as the leading provider of Al
accelerators.

In addition to their top-tier hardware, such as the
flagship H100 chips, the company's comprehen-
sive CUDA ecosystem strengthens its market po-
sition by offering seamless integration with major
machinelearning frameworks, creating significant
barriers to entry for competitors. This strateqgic
integration of hardware and software promotes
user dependency, as developers and researchers
are encouraged to adopt the entire Nvidia eco-

system, from GPUs to the CUDA framework. This
approach effectively locks users into an environ-
ment where the transition to other platforms be-
comes both technically and financially onerous.

In contrast to competitors focusing on specia-
lized chips, Nvidia's early lead allowed it to de-
velop versatile GPUs capable of handling diverse
Al workloads. This strategy enables the company
to address requirements across multiple do-
mains, from generative Al to reinforcement lear-
ning, effectively capturing demand across the Al
landscape.

While this dominance demonstrates Nvidia's suc-
cessful market strateqgy, it also raises concerns
about technological dependency and poten-
tial limitations on innovation in Al hardware
development.

FIGURE 19:2024 Q2 REVENUE AND EARNINGS PER SHARE OF NVIDIA, AMD AND INTEL
Source: State of Al Report 2024
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Alternatives beyond NVIDIA

Competition in the Al hardware market is inten-
sifying, while NVIDIA remains dominant, several
major players are developing compelling alterna-
tives. AWS introduced the Inferentia and Trainium
chips for cost-effective Al inference and training,
with Trainium?2 offering 30-40% better price-per-
formance than general-purpose GPUs, making it
a compelling alternative for large-scale training
workloads.

Google’s TPUs and ARM-based processors such
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as Ampere Computing also provide powerful al-
ternatives, diversifying the Al hardware lands-
cape. These initiatives reflect a broader strate-
gic shift: companies are increasingly designing
and adopting specialized architectures that move
beyond thelimitations of general-purpose GPUs.

This enables higher performance per watt and
improved cost control, while also aligning in-
frastructure with specific Al use cases. Alterna-
tively, inference performance, often constrained
by memory bandwidth rather than raw compute
power, has become a major focus for innovation.
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Cerebras’s WSE-3“' integrates 44GB of SRAM
directly on-chip, enabling ultra-fast token ge-
neration, with speeds of up to 1,800 tokens per
second for Llama 3.1 8B, compared to 242 tokens
per second on an H100. Similarly, Grog’s LPU
takes also an SRAM-based approach, delivering
high-speed inference with reported performance
around 250 tokens per second.

Google’s TPUs and ARM-based processors such
as Ampere Computing also provide powerful al-
ternatives, diversifying the Al hardware lands-
cape. These initiatives reflect a broader strate-
gic shift: companies are increasingly designing
and adopting specialized architectures that move
beyond the limitations of general-purpose GPUs.

This enables higher performance per watt and
improved cost control, while also aligning in-
frastructure with specific Al use cases.

As Al hardware diversifies, businesses stand to
benefit from greater flexibility in Al deployment,
cost optimization, and reduced vendor lock-in.
With alternatives tailored to specific workloads,
companies can select hardware best suited to
their needs rather than relying solely on NVIDIA’s
ecosystem. This growing competition is also
expected to drive price-performance improve-
ments, making Al more accessible for a wider
range of enterprises.

Skyrocketing investments in computing
infrastructure

The demand for advanced Al capabilities is dri-
ving investments in computing infrastructure. The
Stargate Project, backed by SoftBank, OpenAl,
Oracle, and MGX, outlines $500 billion in private
investment over the next four years, with an initial
$100 billion deployment“2.

Meanwhile, the European Union’s InvestAl initia-
tive is set to mobilize €200 billion, including a €20
billion fund for Al "gigafactories" - public-private
research hubs designed to train ultra-large Al

models on clusters of 100,000+ next-gen chips®®.

For businesses, these initiatives signal explo-
sive growth in Al infrastructure, creating oppor-
tunities in data center construction, hardware,
and Al services. The emphasis on public-private
partnerships offers new avenues for collabo-
ration, while the geographic concentration of
investments underscores growing geopolitical
competitionin Al. Additionally, the scale of these
projects translatesinto anincreasing demand for
suppliers across the Al ecosystem.

However, such massive and energy-intensive
data centers have had strong impacts on energy
consumption and carbon emissions; in 2022, data
centers represented approximately 2% of global
electricity usage meanwhile the figure is projec-
ted to double by 2026 mainly due to Al*“. In fact,
to power GenAl in 2027 and fulfill the escalating
demand for online services and generative Al pro-
ducts, it will be necessary to consume:

- 85 to 134 TWh of electricity representing €1.6
B to €2.6B per year. To put this in perspective,
this electricity consumption alone could power
a country the size of Ireland (32 TWh*®) or Por-
tugal (50 TWh*®) annually or be equivalent to
the annual electricity consumption of a major
European city like Paris (89.7 TWh*?) or London
(134 TWh*®),

- 6.6 billion m® of water per year for cooling data
centers. To grasp the enormity of this volume, it
is roughly equivalent to the half the UK's water
withdrawal over the course of a year“®.

One striking example of that impact of Al is the
case of Microsoft, which pledged in 2020 to be
carbon-negative by 2030, and has seen its emis-
sion rise by 30% since then, mainly driven by Al
data center construction®0. This trend is set to
continue, with Microsoft planning to invest $80
billion in data center infrastructures in FY2025.

This case highlights the tension between tech-
nological expansion and environmental goals in
the Al era.

(41) Cerebras gives waferscale chips inferencing twist, claims 1,800 token per sec generation rates

(42) Announcing The Stargate Project | OpenAl

(43) Commission launches new InvestAl initiative to mobilise €200 billion of investment in Al | Digital Skills & Jobs Platform

(44) Global data center electricity use to double by 2026 - IEA report - DCD
(45) Ireland annual total energy consumption

(46) Portugal annual total energy consumption

(47) Paris annual total energy consumption

(48) London annual total energy consumption

(49) How datacenters use water - and why kicking the habit is nearly impossible
(50) Microsoft pivots as Al makes emissions cuts toughter
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China’s Al Industry: Progress Despite
Sanctions

Overcoming Hardware Constraints

China’s Al industry faces significant challenges
due to hardware sanctions and limited access to
advanced foreign technologies. Forinstance, U.S.
sanctions prevent Chinese companies from ac-
cessing NVIDIA’s A100 and H100 GPUs, which are
critical for training large language models (LLMs)
and running complex Al workloads. These GPUs
are considered essential for the most advanced
Al systems, and their unavailability poses a major
obstacle to China's ambitions in the Al race. The
inclusion of the H200 GPU in the blacklist under-
scores the expanding scope of export restrictions
on cutting-edge Al hardware.

Despite sanctions and limited access to foreign
advanced hardware, China's Al industry continues
to develop rapidly, making notable progress with
LLMs. This resilience is due to strategic invest-
ments by Chinese technology giants in the deve-
lopment of competitive domestic Al chips.

Huawei's Ascend 910B and Baidu's Kunlun Gen
2 chips, manufactured using 7nm technology,
demonstrate China's growing Al hardware ca-
pabilities. These chips offer performance com-
parable to NVIDIA's A100 GPUs, demonstrating
China's ability to produce advanced hardware
independently of Western sources.

Currently, the hardware capability gap is around
three years between NVIDIA's A100 and Huawei's

Ascend 910B, and around two years between NVI-
DIA's H1I00 and Baidu's Kunlun Gen 2. Importantly,
this gap is steadily narrowing, reflecting China's
growing ability to bridge the performance gap,
marking a decisive shiftin the global Al hardware
landscape.

A key example of China's innovation within
hardware constraints is DeepSeek, which has
advanced multi-GPU communication and load
balancing for Mixture of Experts (MoE) architec-
tures, improving both intra- and inter-GPU per-
formance. Additionally, DeepSeek has pioneered
“pure” reinforcement learning techniques, inde-
pendently enhancing Al model efficiency. These
distinct engineering advancements demonstrate
China’s strategic move toward technological
autonomy, enabling its companies to compete
globally despite restricted access to Western
technologies.

Growth of Research & Al Companies

China's Al ecosystem is expanding rapidly, fue-
led by both established tech giants and emerging
startups. Key players like Alibaba, Baidu, Tencent,
and ByteDance, alongside newer startups such
as DeepSeek, Zhipu Al, and Baichuan, are making
significant contributions to Al research and ap-
plication development.

The following table summarizes key Al companies,
their valuations, and funding, highlighting the di-
versity and strength of China’s Al ecosystem.

Company Valuation Funding & Comments
Baidu $31.46 billion >3101 million, IPO completed, est. 2000, well-known and has
Tencent $589.03 billion been around for along time. Not a startup anymore.
SenseTime $54.40 billion Not a startup anymore.
4Paradigm >$2 billion $2.82 billion, 9 rounds, IPO completed, est. 2014
Yitu Technology $3.5 billion >$230 million, IPO completed, est. 2014
Baichuan >$1 billion >$385 million, series C
Zhipu Al $2.74 billion >3700 million
Moonshot Al $2.5 billion >$206 million, $137M founding, $69M Series D
MiniMax $2.5 billion >31 billion
iFlytech $111 billion >$600 million
CloudWalk Tech. $2.18 billion >3407 million, est. 1999
DJl S15 billion >$379 million, series B
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Despite hardware constraints, Chinese Al com-
panies are implementing innovative technical
solutions to advance their Al capabilities. As an
example, O1.Alis enhancing Chinese language da-
tasets to close the quality gap with English-lan-
guage training corpora.

Chinese Al models have now reached competitive
parity with leading Western counterparts across
multiple domains. Alibaba's Qwen family of mo-
dels demonstrates performance comparable to
GPT-4 and Claude in general capabilities, while
achieving notable domain-specific superiority.
Specifically, Qwen2.5-Coder has surpassed GPT-
40 onthe LiveCodeBench evaluation, and Qwen2-
VL-72B has attained the top position on the open-
VLM?®! leaderboard for vision-language tasks. In
the reasoning domain, DeepSeek R1 has emerged
as a direct competitor to OpenAl's o-family (o],
03... 04) in mathematical problem-solving and
logical reasoning capabilities.

In particular, DeepSeek amazed the Al community
with a combination of timing, performance, and
transparency”

DeepSeek's technical innovations, including its
MoE architecture implementation, computa-
tionally efficient BF16°2 training protocols, and
aggressive pricing strategy at $0.14 per million
tokens for DeepSeek V2, have substantially dis-
rupted market dynamics, compelling established
providers such as Alibaba Cloud to recalibrate
their pricing structures to remain competitive.

Beyond established technology corporations, a
new generation of "Al tigers" is emerging in the
Chinese ecosystem. Companies including Bai-
chuan, Zhipu, Moonshot, and MiniMax, alongside
innovative startups like O1.Al, Stepfun, and Infini-
gence Al, are driving advancements in fundamen-
tal models, synthetic data generation, artificial
general intelligence research, and hardware-sof-
tware integration.

(51) Huggingface’s open VLM leaderboard (Q12025)

(52) BF for Brain Floating Point format, 16-bit floating points, this methodology maintains numerical

stability while halving memory requirements compared to FP32
(53) Alandmark multi-year global partnership with News Corp
(54) The Times Sues OpenAl and Microsoft Over A.l. Use of Copyrighted Work

Collectively, these developments illustrate China's
accelerating momentum and strategic ambitionsin
the global artificial intelligence landscape.”

Data Partnerships, Regulatory and Legal
Challenges

Data Partnerships: Navigating Legal Ambi-
guity in Al Training

Al companies are increasingly relying on their da-
tasets, while at the same time facing increasing
scrutiny over their use of proprietary content.
The main problem lies in the lack of transparen-
cy: creators have minimal visibility into how their
work feeds Al systems after being modified, in-
tegrated into massive training corpora and obs-
curedin the results.

This opacity has triggered numerous legal com-
plaints from artists, publishers, and educators
concerned that their work is being used without
consent, attribution, or compensation. The am-
biguity around what constitutes "transformative
use" only heightens tensions as stakeholders de-
bate whether Al outputs are truly transformative
or merely derivative.

To mitigate these risks, major tech companies are
forming data partnerships. OpenAl, for example,
has signed a $250 million deal®® with News Corp
for access to archives such as The Wall Street
Journal and Barron’s. It has also partnered with
Le Monde for selected data with attribution and
with The Financial Times for compensated access
to their content. However, such arrangements re-
main an exception rather than a rule, leaving many
independent creators and smaller organizations
excluded from these negotiations.

The legal landscape is rapidly evolving in res-
ponse. Thelawsuit brought by the New York Times
against OpenAl and Microsoftin 2023 represents
a turning point®, as it addresses fundamental
questions about consent, ownership and mone-
tization in the development of Al.
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Similarly, the U.S. Supreme Court's Warhol v.
Goldsmith decision, which establishes that sty-
listic transformation alone does not automatically
constitute fair use, could significantly reshape Al
copyright frameworks in the years to come.

Despite OpenAl'stemporary winin a separate co-
pyright case (against publishers including Condé
Nast) due to a lack of demonstrated concrete
harms®5, regulatory scrutiny is escalating.

Emerging Regulations

The regulatory environment for generative Al
differs markedly across major regions, reflecting
varied governance priorities and strategic inte-
rests. The USA has a more fragmented approach,
combining the security testing requirements of
Executive Order 14110 with state-level initiatives
such as California's SB 1047. The bill's eventual
veto by Governor Newsom5® underscores the
challenges in drafting and enforcing effective
Al regulations. In the absence of comprehen-
sive federal legislation, antitrust action against
major players (such as the Microsoft-OpenAl
partnership) has become the main regulatory
mechanism.

Europe leads with the comprehensive EU Al Act,
establishing a risk-based framework that man-
dates documentation, assessment protocols,
and human oversight for high-risk applications,
with full implementation expected by 2026. The
deliberations on these matters reached a critical
juncture atthe Al Action Summit convened in ear-
ly 2025. Different in every way from its predeces-
sors, complementing investment announcements
in response to the U.S. Stargate project, discus-
sions went beyond the usual security issues to
focus on common governance to encourage
the adoption of Al. It highlighted the urgency of
addressing ethical and regulatory concerns while
not stifling innovation, and above all,

This summit revealed deep divergences between
Europe and the U.S.”

Elsewhere, China uses Al regulation to strengthen
state control and advance national goals. The In-
terim Measures for the Management of Genera-
tive Al Services, effective August 15, 2023, require
Al systems to align with core socialist values and
mandate algorithm registration with authorities.
The government is also heavily investing in do-
mestic chip production and algorithm monitoring
to reduce reliance on foreign technologies.

Without international coordination, the growing
divergence of Al regulations risks creating a
patchwork of fragmented standards that could
weaken global accountability mechanisms. As
more and more countries develop their own rules,
the key challenge will be to design regulatory
frameworks that not only foster innovation but
also protect the publicinterestin a world increa-
singly shaped by artificial intelligence.

(55) Knibbs, K. (2024, November 13). OpenAl scored a legal win over progressive publishers - but the fight’s not finished | WIRED Middle East. 48
(56) Lesnes, C. (2024b, September 30). California Governor Gavin Newsom vetoes Al safety bill. Retrieved from https://www.lemonde.fr
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4. Building Effective
Systems

Recent advancements in Generative Al,
particularly in areas like Retrieval-Augmented
Generation (RAG) and agentic workflows,

are providing businesses with powerful tools
to build more effective systems and tackle
complex problems previously out of reach.
However, harnessing this potential requires a
responsible approach that understands and
mitigates inherent technological limitations
and the associated threats for their business.
This section provides a practical ook at

how to approach building these systems,
including assessing readiness for agentic Al
and defining the necessary components and
orchestration strategies, while also providing
essential insights into navigating crucial
challenges such as model hallucination,
cybersecurity risks, and the broader concerns
of Al misuse.
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RAG: The essential GenAl use case for
businesses

As seen previously, RAGs is the go-to use case for
GenAlin organizations, its allows LLM to securely
access and utilize company-specific information
when generating responses (i.e. without a risk of
data being stored or used for subsequent model
training). This makes Al tools actionable and rele-
vantin the company’s context and environment.

RAGs are the most successful GenAl use case for
LLMs in companies, and in most cases, it is the
fundamental brick for many other GenAl-powe-

CONTEXT PROVIDED TO RAG

Database Structure with:
1. Entities Definition
2. Relationships between tables and entities

CRM Data with:
1. Historical leads data
2.CRM Structure

Knowledge Graph with Relations
between entities

Unstructured document Data Base with
manually amended documents, industrial &
technical drawings, with product references

Corporate code base

Although RAG solutions have demonstrated some
ROI, RAG will continue to deliver more value when
combined with other GenAl approaches. Thanks
to its ability to connect corporate databases with
LLM’s compressed knowledge and intellectual
abilities,

red applications. RAGs already deliver substantial
value to organizations, but

94

The next phase of GenAl evolution, incorporating
these outputs directly into business workflows,
promises even greater impact.”

The corporate context-specific nature of RAG
responses enables a wide variety of approaches,
creating highly adaptable workflows. Table below
illustrates that diversity.

GENAI USE CASES

Generating SQL queries to answer
questions based on that database

Rankingin new leads, automating actions

Detecting unusual relations (like transactions)
which could be seen as fraud

Chained relations mapping and dependencies:
chained products, industrial pieces,
chemicals, sourcing contracts, etc.

Al Coding Assistant with access to the
relevant projects code base. Particularly
relevant for front-end development.

¢

RAG is set to remain a key tool for bringing a com-
pany's unique context into any Al workflow.”
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Agentic workflows: Enhancing Complex
Processes Automation

With the foundational role of RAG systems in
workflows and the growing agentic capabilities
of GenAl models, Al Agents are emerging as a
highly strategic avenue for companies, with RAG
systems often serving as a key component.

Gartner®” predicts that by 2028, Al Agents will
automatically support 15% of business decisions.

However, when talking about agents, their func-
tions and capabilities vary greatly with the ma-
turity of the system and the company implemen-
ting it. Indeed, Al agentic systems can go from a
simple chatbot with tools to a fully autonomous
system able to continuously learn from its expe-
riences (see Figure 20).

FIGURE 20: AGENTIC Al SYSTEM MATURITY LEVELS
Source: Sia’s Agentic Al Offering

Autonomous
approach

Al executing real world task with minimal human interaction

~ Agentic workflow

Structured workflows where Al agents can decide and act autonomously

~ Multi-agent collaboration @
Al agents interacting, delegating, and solving problems in teams

' Agent oriented framework

Tools for developing specific agent for any given task

Workflow
approach

API, External Data Access & Function Tooling 8

Interact with external tools and data sources (web, open data...)

Knowledge based
approach

Storing and retrieving semantic information

Multi-step reasoning (chain of thought)

Deterministic chain of action the agent need to accomplish to fulfil a given task.

LLM based Prompt Engineering

approach

Large Language Model (LLMs)

Models such as GPTs, Anthropic, Mistral, Deepseek etc.

However, while GenAl is still a rapidly evolving
field and future innovations may shift current
paradigms, there are already best practices and
guidelines that should be followed to build effec-
tive systems.

~ Reinforcement Learning & Training
Agents improving themselves based on past experiences

~ Fully Autonomous Agents

Embedding and Vector databases

Design optimized prompts to improve Al responses and accuracy

Maturity
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Is the company Agentic Al Ready?

Before starting any agentic developments, a com-
pany should assess its readiness for Al Agent
systems. An Agentic Al Readiness Assessment is
based on 6 pillars:

Strategy and Vision:

Evaluate the alignment of Al agents with
the company's strategic objectives and
roadmap.

Business Processes:

Analyze the integration of Al agents into
existing processes and their impact on
operational efficiency.

Governance and Risk Management:

Check for the existence of governance
frameworks with defined roles and
responsibilities, control mechanisms,
ethics, and compliance for the responsible
deployment of Al agents.

Skills and Adoption:

Measure the maturity level of talents, team
training, and user adoption of new Al
practices.

Data:

Analyze the quality, accessibility, and
governance of data essential for the learning
and effectiveness of Al agents.

Technological Capabilities:

Assess the infrastructure, tools, and
architecture necessary to support the
development and execution of Al agents.

FIGURE 21: SIA'S AGENTIC Al READINESS ASSESSMENT

Strategy &
Vision

Business
Process

Agentic Al
Data Readiness Governance &
Assessment Risks
Technological Competencies &

Capacity

Adoption
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When should a company build an Al Agent?

Having assessed the capacity to develop and de-
ploy Al Agent systems, the next step for a com-
pany is to identify relevant Al agent use cases.

There is no universal rule for identifying them, but
four key aspects can help guide the wayleading
to them®®:

The next phase of GenAl evolution, incorporating
these outputs directly into business workflows,
promises even greater impact.”

The corporate context-specific nature of RAG
responses enables a wide variety of approaches,
creating highly adaptable workflows. Table below
illustrates that diversity.

Use cases which have resisted
automation in the past

Use cases with complex decision-making
like decisions based on context

Use cases with rules that are
difficult to maintain

Use cases deeply based
on unstructured data

Defining the models and tools for your use
case

When a use case has been identified, the deve-
lopment of the Al agents can begin.

The foundational form of an agent is composed
of:

- A Language Model which is the base of all rea-
soning & decision making.

- Tools which are mainly APIs or external func-
tions, extendingfunctional or systems (like RAG)
defining the scope of actions of the agent

(58) A practical guide to building agents by OpenAl: https://cdn.openai.com/business-guides-and-resources/a-practical-guide-to-building-agents.pdf

- Instructions which are the guidelines defining
how the agent shall behave.

Since these components are fundamental to de-
fining an agent, it is strongly recommended to
define them carefully:

- Choose the most relevant LLM based on seve-
ral aspects such as the minimum performance
required, the inference speed needed and the
acceptable cost for your use case.

-

- Define the needed tools that will:

1. Collect data efficiently, using methods inclu-
ding but not limited to Retrieval-Augmented
Generation (RAG), web search, etc.

2. Execute the required actions, such as sending
emails, updating CRM systems, or triggering
workflows.

3. Orchestrate the agent’s behavior, ensuring
smooth coordination between data collec-
tion, action execution, and decision-making
processes.

- Implement effective instructions by defining
clear actions, breaking down tasks, capturing
edge cases, etc.

\_

Determining the best agent orchestration
strategy

Having agents is not enough for creating an Al
Agent system. Itis necessary to orchestrate those
agents to create a workflow handling a specific
use case.

There are mainly two possible orchestration
systems:

- Single-agent systems, where a single model
equipped with appropriate tools and instruc-
tions executes workflows sequentially.

- Multi-agent systems, where workflow execu-
tion is distributed across multiple coordinated
agents, each with its own function (manager,
checker, tool-user, ...).



Single-agent systems are well-fitted for use cases
with a reasonable amount of logic complexity
and tools involved. The multi-agent systems are
more appropriate when complexity increases but
on the other hand imply a greater challenge in
conception and a higher risk of instability.

Setting up relevant Guardrails for your Al
use case

To ensure Al agents provide reliable and appro-
priate responses, it is essential to implement
guardrails. These can start with basic rule-based
protections or output validation checks. Howe-
ver, as Al agent systems grow more autonomous,
guardrail mechanisms are becoming increasingly
sophisticated. For example, Pll filters prevent the

exposure of sensitive personal data, tool safe-
guards restrict actions like unauthorized finan-
cial transactions or mass emails, and proprietary
solutions such as Giskard help detect biases or
hallucinations before deployment. Additionally,
when Al agents utilize external tools or libraries,
such as Python packages, the associated risks,
like executing malicious code or introducing
vulnerabilities, are inherited by the agent. To miti-
gate theserisks, it's crucial to establish guardrails
that enforce the use of specific, vetted versions
of packages, conduct regular security audits, and
monitor for unusual activity. Effective guardrails
are typically applied at multiple levels, including
input validation, model output moderation, and
action execution control.
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Sia’s top Agentic Al use cases

Al agents will power most future Al applications;
here are four of the most valued Al Agentic use
cases® that we have developed for our business
partners:

= Technology Watch: An Al agent that monitors
and analyzes emerging technologies and indus-
try trends. Intelligent agents gather and filter
data from sources like academic publications
and industry reports, highlighting relevant in-
sights. This enables organizations to stay ahead
of technological advancements, identify innova-
tion opportunities, and make informed strategic
decisions.

Proposal Generator: A multi-agent solution
where each agent is assigned a specific task.
One agent extracts information from RFPs, ano-
ther selects relevant content from SharePoint,
and a third identifies the most appropriate cre-
dentials and profiles based on skill matching
from the use case catalog. A supervisor agent
then consolidates all the collected data into
the appropriate repository. This dramatically
accelerates proposal creation, freeing up va-
luable time for consultants to focus on strate-
gic content and client engagement. The resultis
faster response time on RFPs, improved quality
of proposals, and increased win rates.

Auto-scraper: A multi-agent solution designed
to assist developers in navigating and scraping
web pages more efficiently. Different agents col-
laborate to identify the correct elements on the
page for navigation and data retrieval. They es-
tablish links with HTML code elements and then
plan and translate actions into Python code for
execution. This streamlines web data extraction,
enabling developers to efficiently gather critical
information for research, analysis, and applica-
tion development. This automation significantly
reduces manual coding efforts and improves the
accuracy and speed of data acquisition.

= Contract management: Automating the extrac-
tion of key information from contracts using

LLM, OCR, and VLM technologies. This solution
enhances contract management, streamlines
maintenance, and supports regulatory monito-
ring by tracking, standardizing, and organizing
contract data for improved compliance and ef-
ficiency. This reduces the risk of missed dead-
lines, non-compliance, and inaccurate repor-
ting by providing a centralized and automated
system for managing contract details. This also
improves efficiency in legal and procurement
processes and strengthens regulatory oversight.

Instead of following pre-defined paths,

Al agents have planning abilities to craft their own
journey and answer specific instructions.”

Although these agent-based systems represent
a significant breakthrough in innovation, like all
Al systems, they have their limitations. Their use
of third-party products for specific tasks signifi-
cantly reduces hallucinations but does not era-
dicate them. Agent-based processes are parti-
cularly effective for verifiable problems, where an
operator can validate the information retrieved
by the agents. However, more complex tasks still
face challenges due to alack of trust in the sys-
tem’s outputs.

Navigating GenAl Limitations and Threats
Model Hallucination

The release of Google’s Gemini 1.5 model in the
beginning of 2024 sparked a wave of controver-
sy due to significant biases®®. For example, when
prompted to depict German soldiers from Wor-
1d War Il or the Founding Fathers of the United
States, the Al generated images of Black or
Asian individuals. Although this issue was later
addressed, the incident highlighted the potential
failures of Al models, particularly when handling
historically and culturally sensitive topics.

(59) Discover our SiaGPT solution and our Al Agents use case library at sia-partners.com 56
(60) Anand, N. (2024, February 22). Google’s Gemini Al accused of acting too “woke”, company admits mistake.


https://www.business-standard.com/companies/news/google-s-gemini-ai-accused-of-acting-too-woke-company-admits-mistake-124022200663_1.html

GenAl & cybersecurity threats

The ability of generative models to produce ma-
licious code has raised significant concerns, ma-
king cybercrime more accessible. A bad actor, for
instance, could prompt a chatbot to generate
code for an SQL injection attack or quickly craft
highly convincing phishing emails.

On the other hand, recent studies have shown
that generative models may not necessarily en-
hance the capabilities of cyber attackers as ex-
pected. For instance, a study described in the
Llama 3 herd of models technical report® mea-
sures the effectiveness of LLM assistance in cy-
berattack scenarios and finds that both novice
and expert attackers demonstrated insignificant
uplift in performance when using Llama 3 405B,
compared to having open internet access without
LLMs. Despite the advanced capabilities of the
model, the challenge completion rates between
the two cohorts were nearly identical, sugges-
ting that generative models may not drastically
improve the success rates for cyber attackers in
real-world conditions.

Moreover, models can exhibit unintended be-
havior when manipulated with carefully crafted
prompts. This exploit, known as jailbreaking,
remains a persistent challenge in LLM security.
While providers continuously patch vulnera-
bilities, new jailbreak techniques continue to
emerge, highlighting the ongoing arms race
between security researchers and adversaries.

Another major concern is data resurgence, where
models unintentionally reveal proprietary or
confidential information. As many users input
sensitive data into tools like ChatGPT®2, models
trained on publicly available or user-submitted
data may inadvertently expose it.

A striking example involved an LLM reproducing
Samsung’s internal documentation when fed a
partial prompt, demonstrating the potential risks
associated with GenAl models handling proprie-
tary data.

In response to these challenges, recent progress
has been made in the area of model safety. In
particular, the activation of ASL 3in the Claude 4
Opus release® represents a key step inimproving
the security of generative Al. ASL 3 incorporates
enhancements such as the ability to refuse to res-
pond to requests that violate security policies, in-
cluding forbidden content and attempts to ex-
tract private information. These improvements
guide model behavior more effectively towards
safer and more reliable results.

ANSS/I’s®* guidelines emphasize adopting a lifecy-
cle approach to security, integrating governance
frameworks, and leveraging collaboration to stay
ahead of evolving threats. These include:

Implementing security by design throughout
the Al lifecycle with proper governance
frameworks and human validation

Integrating Al systems into existing security
operations despite forensic challenges

Developing tailored governance policies to
address the gap between security policies
adoption (majority of companies) and actual
defense capabilities

Establishing Al red teams and partnerships
with specialists to validate trust levels

Conducting employee training to prevent
misuse and data breaches when using GenAl
tools.

(61) The Llama 3 herd of models. (n.d.). Retrieved from https://ar5iv.labs.arxiv.org/htm1/2407.21783
(62) Writer, R. L. C. (2023, December 8). Employees are feeding sensitive Biz data to ChatGPT, raising security fears. 57

(63) Anthropic activating ASL 3: Enhancing Safety and Alignment in Claude 4 Opus: https://www.anthropic.com/activating-asl3-report
(64) The French National Cybersecurity Agency: Agence nationale de la sécurité des systémes d'information (ANSSI)


https://www.darkreading.com/cyber-risk/employees-feeding-sensitive-business-data-chatgpt-raising-security-fears
https://www.darkreading.com/cyber-risk/employees-feeding-sensitive-business-data-chatgpt-raising-security-fears
https://www-cdn.anthropic.com/807c59454757214bfd37592d6e048079cd7a7728.pdf

Models misuse, and its threat to democracy

Another growing concern is the use of deepfakes.
In the past years, several scandals emerged invol-
ving defamation through degrading Al-generated
images of real individuals, ranging from celebri-
ties to high school students. Deepfakes also pose
a serious threat to democracy due to their poten-
tial for disinformation. This was evidentin the re-
cent Indian elections®®, where fabricated posts
falsely depicted deceased politicians.

The increasing accessibility of advanced gene-
rative models (both open-source, such as Stable
Diffusion 3.5, and proprietary, e.9. OpenAl’s SORA
or X’s Grok-2) has made it easier than ever to
create high-quality malicious content. Disinfor-
mation campaigns leveraging Al have become
more prevalent, with Russia, for example, using

(65) Landrin, S. (2024). India’s general election is being impacted by Deepfakes.

fake accounts and Al-generated images for po-
litical destabilization . While there is still limited
evidence that these tactics have had a significant

impact, they are being closely monitored.

In response, initiatives have emerged to tackle
these challenges, including an annual artificial in-
telligence summit jointly organized by the United
Kingdom and South Korea, leading to the establi-
shment of a network of Al safety institutes and a
commitment by leading Al companies to volun-
tary Al safety standards®’.

(66) lyengar, R. (2024, November 4). Russia behind fake Haitian voter election videos, U.S. officials say. Foreign Policy. /58

Retrieved from https://foreignpolicy.com
(67) South Korea’s Tech Prowess Takes Centre Stage at Al Seoul Summit


https://www.lemonde.fr/en/pixels/article/2024/05/21/india-s-general-election-is-being-impacted-by-deepfakes_6672168_13.html
https://foreignpolicy.com/
https://www.asiapacific.ca/publication/south-koreas-tech-prowess-takes-centre-stage-ai-seoul-summit

/ Chapter 5 - Table of contents

61

63

Anticipating The Future:
Preparing For 2026 and
Beyond

Perspective For Research & Development

61 Agentic Development Will Be The Hottest
Topic

62 New Benchmarks Will Emerge For Al
Performance And Reasoning Eval
A Broader Scientific Perspective
63 Al For Fundamental Research

65 Al For Robotic

/59



o. Anticipating the
future: Preparing
for 2026 and beyond

As the pace of Al innovation accelerates,
anticipating future trends is critical for
businesses preparing for the years ahead.

This section looks towards 2026 and beyond,
exploring key developments in Al agents and
their integration into robotics that promise to
redefine what's possible. We will dive into the
perspectives for research and development,
the evolution of Al evaluation, and the exciting
applications of Al in fundamental research and
physical systems, providing insights into the
technologies and trends that will shape the
future of work and innovation.
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Perspective for Research & Development

Agentic Development will be the hottest topic

FIGURE 22: Al AGENTS ARE QUICKLY PASSING THE S-CURVE OF CAPABILITY

3ource: Aymeric Roucher (Hugging Face)

Al agents are quickly passing the S-curve of capability

Al are becoming more and more capable duo to the development of multimodal capabilities, the growth of Agentic Frameworks to enable
their creation, and an ever increasing suite of tools and protocols that Agents can use. The score is the percentage of correct answers on the

GAIA (General Al Assistants) benchmark's test set.
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The last couple of years have seen remarkable
advancements in Al agents, demonstrating not
only their feasibility but also their high relevance
in a variety of real-world contexts, such as ERP
Automation, HR Automation, Al Code Review or
Information Retrieval. This trend is set to accele-
rate significantly in the coming years, driven by
four several key factors:

01 The Continued Development of Multimodal
Models: These models are capable of proces-
sing and generating multiple types of inputs
and outputs, adapting to prompts, and func-

o/ Claude, o1, Gemini-

Trase

2026 2027 2028

Year

tioning as reasoners when needed. They will
simplify user interactions and expand the pos-
sibilities for engaging with tools, systems, and
applications. Forinstance, the newly released
Gemini 2.0 can process and generate text,
images, audio, and video. This flexibility en-
ables a wide range of applications, including
image analysis, enhanced OCR (Optical cha-
racter recognition), and efficient userinterac-
tions across different platforms. Forinstance,
on Google TV, users can ask questions about
movies or general knowledge and receive re-
levant content from YouTube®®.

(68) Krol, J., & Schwanke, A. (2025). The next-generation of Google TV is on the way with an improved Gemini that’ll make smarter and better. 61
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https://www.techradar.com/televisions/the-next-generation-of-google-tv-is-on-the-way-with-an-improved-gemini-thatll-make-smarter-and-better

02 The Growth of Frameworks for Seamless Al
Agent Creation: Frameworks that simplify the
creation of Al agents are becoming increa-
singly popular. A prime example is Hugging
Face's SmolAgents, which quickly gained re-
cognition with over 3,000 stars on GitHub
within months of its release. This framework
streamlines the agent creation process by
providing essential tools such as search ca-
pabilities and dynamic execution.

Nvidia’s recent introduction of agentic Al
blueprints at CES 2025 further underscores
this momentum. These blueprints are
designed to help developers build Al
agents capable of solving complex tasks,
like searching and summarizing videos®°.
This underscores the growing significance
of agent-based Al. This release at one of
the most significant annual tech events
highlights the increasing importance of
agentic Al.

03 The improvements in high performance mo-
dels: Frameworks that simplify the creation of
Al agents are becoming increasingly popu-
lar. A prime example is Hugging Face's Smo-
1Agents, which quickly gained recognition
with over 3,000 stars on GitHub within mon-
ths of its release. This framework streamlines
the agent creation process by providing es-
sential tools such as search capabilities and
dynamic execution.

Small, fast, and high-performing models
can efficiently route and break down
queries, while larger flagship models can be
reserved for the most challenging tasks.

04 The growing capacity of Al models to use
external tools: Al models are increasingly
capable of interacting with tools in sophis-
ticated ways. What was once limited to auto-
mating simple tasks, such as drafting emails
or preprocessing invoices, has evolved into Al
agents making fully autonomous decisionsin
complex environments. For example, Google
DeepMind utilizes Al agents for smart grid ma-
nagement, where they autonomously balance
competing goals such as energy efficiency
and equipmentlongevity, resulting in signifi-
cant reductions in power consumption”.

In particular, the ability to use digital

tools along with multimodal image and
video processing will enable models to
become better assistants and expand their
interactions with users.

New benchmarks will emerge for Al Perfor
mance and Reasoning Eval

As Al model performance rapidly advances,

the benchmarks used to evaluate them are also
evolving. Traditional benchmarks like MMLU
(for general tasks), HumanEval (for coding), and
GPOA (for PhD-level questions) are becoming
saturated, as leading models approach 90% ac-
curacy and performance differences narrow”' 72,
Furthermore, there's a growing risk (likely true)
that existing benchmark data has leaked into
training datasets, artificially inflating perfor-
mance scores. This necessitates the develop-
ment of new standards and criteria for evalua-
ting Al capabilities.

A key focus of these new benchmarks is on eva-
luating reasoning abilities. To better assess rea-
soning, benchmarks like ARC-AGI’3 (measuring
skill acquisition and unfamiliar task solving)
and GPQA Diamond’(challenging models with
PhD-level science questions) are gaining pro-
minence. These tests were prominently featured
during the demonstration of OpenAl's GPT-03
capabilities at the 12 Days of OpenAl event”.

(69) Boitano, J. (2025). Nvidia and partners launch agentic Al blueprints to automate work for every enterprise.

(70) Top 20 Agentic Al Use Cases in the Real World
(71) LLM Benchmarks: Overview, Limits and Model Comparison

(72) Chatbot Arena (formerly LMSYS): Free Al Chat to Compare & Test Best Al Chatbots

(73) What is Arc-Agi? (n.d.)

(74) Rein, D., Hou, B. L., Stickland, A. C., Petty, J., Pang, R. Y., Dirani, J., ... Bowman, S. R. (2023). GPQA: A graduate-level google-proof Q&A benchmark.

(75) OpenAl 03 breakthrough high score on Arc-AGl-pub. (n.d.-a).
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https://www.vellum.ai/blog/llm-benchmarks-overview-limits-and-model-comparison?utm_source=direct&utm_medium=none
Chatbot Arena (formerly LMSYS): Free AI Chat to Compare & Test Best AI Chatbots
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The rise of agentic models, capable of autono-
mously performing complex tasks, adds another
layer of complexity to the evaluation. Accurately
assessing the agentic capabilities of these mo-
dels is now essential. METR (Model Evaluation &
Threat Research), a nonprofit founded in 2023, is
dedicated to evaluating the autonomous capa-
bilities of advanced Al systems and their poten-

These developments have several key implica-
tions for businesses:

Shifting Evaluation standards:

Traditional benchmarks are becoming less
effective at differentiating Al models, making
it critical for businesses to stay updated on
new evaluation standards.

Internalizing Benchmarking Capabilities

Given the risk of benchmark data leaks,
organizations should develop and internalize
their own robust Al evaluation capabilities.
They also need to prioritize transparency and
rigor in their Al evaluation processes.

Competitive Advantage:

Performing well on new, tougher benchmarks
offers a significant competitive edge for Al
models.

A Broader Scientific Perspective
Al for fundamental research

In the broader scientific and technicallandscape,
Al is making substantial contributions beyond
classical areas such as NLP or image processing.
A MIT study’® on Al’s impact on scientific disco-
very revealed that

tial risks. METR provides Autonomous Evaluation
Resources, designed to assess an Al's ability to
perform complex, multi-hour tasks without hu-
man intervention. These resources have already
been used to evaluate several models, and their
adoption is expected to become increasingly
widespread.

Al Risk Assessment:

As autonomous Al models become more
prevalent, businesses must prioritize safety
and ethical considerations. Even minor input
errors can lead to incorrect decisions, which,
when amplified across multiple autonomous
agents, may create cascading failures with
severe consequences. For example, a slight
misinterpretation by an autonomous vehicle
could escalate into a critical safety error,
leading to an accident.

Even as benchmarks evolve to better evaluate the
growing capabilities and performance of GenAl
models, limitations may still emerge in other
areas, such as data quality, business logic, or de-
ployment constraints, which can reduce perfor-
mance in specific use cases.

Al-assisted researchers discovered 44% more ma-
terials, and that it led to a 39% increase in patent
filings”””

Al alsoincreased downstream innovation by +17%
according to that same study.

(76) FunSearch: Making new discoveries in mathematical sciences using Large Language Models 63
(77) Aidan Toner-Rodgers (2024). Artificial Intelligence, Scientific Discovery, and Product Innovation.


https://deepmind.google/discover/blog/funsearch-making-new-discoveries-in-mathematical-sciences-using-large-language-models/
https://aidantr.github.io/files/AI_innovation.pdf

These statistics aren't merely academic; they si-
gnify a fundamental acceleration in the pace and
potential of innovation across industries. LLMs
empower individuals to better leverage unstruc-
tured information and access advanced human
intelligence, paving the way for groundbreaking
achievements across diverse fields:

p
Drug Discovery:

Al, especially deep learning models trained
on vast datasets, can accelerate the
identification of promising drug candidates
by navigating the complex landscape of
possible chemical configurations.

Materials Science:

Al can generate "recipes" for novel
compounds with predicted properties,
potentially revolutionizing materials design.

Structural Biology:

In this field, where fundamental principles are
known but complex rules make identifying
specific instances challenging, Al assistants
can significantly accelerate discovery.

.

p
Genomics:

Similar to structural biology, genomics
involves analyzing complex data, an area
where Al excels at identifying patterns and
insights.

p
Climatology:

Al can analyze vast and complex climate
datasets, potentially accelerating discoveries
and informing more effective climate action

strateqgies.
A
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Meanwhile, advanced models such as AlphaProof
and AlphaGeometry 2 are pushing the boundaries
of Al-assisted reasoning. These systems recent-
ly achieved a silver medal performance at the In-
ternational Mathematical Olympiad’ (IMO) (see
Figure 23).

Together, these advancements represent a new
paradigm in scientific discovery, demonstrating
how Al can complement human intuition to un-
lock deeper understanding.

FIGURE 23: GOOGLE DEEPMIND’S Al SYSTEMS IMO 2024 SCORE

Source: Deepmind’s AlphaGeometry & AlphaProof teams
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Al for robotics

On-device Generative Al (GenAl) is poised to
accelerate the development of robotics applica-
tions, largely due to advancements in multimodal
models. These models expand the scope of robo-
tics by enabling robots to autonomously process
and respond to diverse inputs, including audio,
images, and video, and generate varied outputs,
such as movements, text, and audio.

cC

This enhanced multimodal capability moves robo-
tics closer to achieving human-like interaction and
functionality, paving the way for "Physical Al.”

28 points

Al also increased downstream innovation by +17%
according to that same study.

Google DeepMind’s AutoRT” system already uti-
lizes VVision-Language Models (VLMs) to interpret
a robot’s environment, translate it into descrip-
tive language, and then leverage a Large Lan-
guage Model (LLM) to process this information
and dynamically suggest sequential tasks®°. As
with Al Agents, the model encodes these tasks
as prompts and converts them into physical ac-
tion commands.

As with LLMs, open source is paving the way for
increasingly accessible robotics, thanks to open
frameworks and tools like Open Robotics® and
Hugging Face's LeRobot®2., which provides pre-
trained models, datasets with human-collected

(78) Al achieves silver-medal standard solving International Mathematical Olympiad problems

(79) AutoRT: Embodied Foundation Models for Large Scale Orchestration of Robotic Agents

(80) Shaping the future of advanced robotics. (2024, December 17).
(81) Open Robotics
(82) HuggingFace’s Le Robot
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demonstrations, and pre-trained examples de-
signed for real-world robotics applications.

Nvidia's video model, Cosmos®, generates syn-
thetic data for training robots in diverse environ-
ments®, enhancing their adaptability and perfor-
mance. This capability addresses a key challenge
in robotics: the need for vast and varied training
data sets.

Open-source projects, such as OpenVLA (Vi-
sual-Language-Action model), integrate com-
puter vision and natural language processing to
enable agents to perceive their environment, un-
derstand instructions, and perform actions. These
developments will expand Al use cases to include
physical applications:

01 Manufacturing and Industrial Automation:

= Advanced Assembly Processes: Al-equipped
robots can assemble parts with exceptional pre-
cision and dynamically adjust movements based
on real-time data analysis, significantly impro-
ving production speed and product quality.

= Smart Factories: Physical Al facilitates the
creation of autonomous factories where robots
handle a wide range of tasks, from assembly and
quality control to maintenance and logistics,
with minimal human oversight.

02 Warehouse Automation with Autonomous
Mobile Robots (AMRs): AMRs automate the
transportation of goods within warehouses
and across outdoor settings, reducing re-
liance on manual labor and dramatically in-
creasing operational efficiency.

03 Healthcare and Assistive Robotics:

= Surgical Assistance: Robots enhance surgical
precision, assist in complex procedures, and mi-
nimize invasiveness, leading to improved patient
outcomes.

= Rehabilitation and Elderly Care: While never
replacing human interaction, Al-driven robots
can provide crucial support to carers, assisting
with physically demanding tasks like lifting and
manipulation, thereby enhancing the quality of
care and safety for both caregivers and patients.

04 Agriculture and Precision Farming: Physical
Al enables the further optimization of crop
management and resource consumption,
leading to increased yields, reduced environ-
mentalimpact, and more sustainable agricul-
tural practices.

05 Autonomous Vehicles and Simulation-Based
Training: Platforms such as NVIDIA Cos-
mos enhance the safety and decision-ma-
king capabilities of autonomous vehicles
through realistic simulated training environ-
ments, accelerating their development and
deployment.

06 Adaptive Robotics: Robots can operate in
dangerous or hard-to-reach environments,
providing critical support in disaster res-
ponse, environmental remediation, and other
high-risk situations.

(83) Agarwal, N., Ali, A., Bala, M., Balaji, Y., Barker, E., & Cai, T. (2025). Cosmos world foundation model platform for physical ai. 66
(84) Liu, M. (2025, January 11). Cosmos World Foundation models openly available to physical Al developers | NVIDIA blog.
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6. Taking Action:
Concrete Steps for
Leaders

Generative Al is reshaping work across
industries, forcing to rethink people, process
and technology together. Rather than just
deploying tools, organizations need a strateqgy
that aligns workforce transformation, data
practices and infrastructure with business
goals. This section provides practical
guidance on navigating this transformation.
We will explore how to reshape workforce
management for the Al era, address new

ways of working with data and integrated Al
solutions, evolve infrastructure to support
context retrieval, and navigate the decision
between cloud and on-premise model
deployment, all while considering the evolving
roles and skill sets needed for the future.
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Human Resources for Al: Reshaping
Workforce Management for the Al Era

Alis redefining businesses and workforce mana-
gement, requiring new skills, roles, and strategies.
HR must:

01 Integrate Alinto its own functions (e.g., talent
acquisition, benefits analysis).

02 Address the risk of Al-assisted cheating du-
ring interviews (e.g., technical tests, limited
video calls).

03 Prepare the workforce for an Al-driven future
with Al-tools trainings.

According to Gartner’s Reskilling and Upskil-
ling the Workforce report®, generative Al would
require 80% of the engineering workforce to
upskill®® redefining the boundaries between
junior and senior roles. As Al takes over cer-
tain tasks, expectations for each level will shift
fundamentally.

This means that HR will be at the forefront of gui-
ding organizations through change, by making us
rethink what we expect of the workforce of the
future.

(85) Reskilling the Workforce

From a strategic standpoint, HR team should
work closely with top management to build a
clear GenAl vision aligned with the company’s
mission, emphasizing not only digital literacy but
also strategic thinking, adaptability, and effective
collaboration with Al systems. From an operatio-
nal perspective, preparing the workforce involves
implementing robust upskilling programs, em-
bedding GenAl tools to support daily tasks, foste-
ring knowledge sharing, and clearly communica-
ting the dos and don’ts of using GenAl within the
organization. To ensure long-term sustainability,
these changes must be seamlessly integrated into
HR processes - from recruitment and onboarding
to career development - enabling a workforce
thatis both Al-augmented and future-ready.

Although GenAl will impact all types of
workforces, one of the most striking examples
of its effect is the future of software develop-
ment. Generative Al is reducing the need for ba-
sic coding skills, and therefore the demand for
average developers. Instead, organizations will
seek excellence: only the best, those combining
deep technical expertise, critical thinking, and
business acumen, will be essential to harness
this new ecosystem, especially in managing the
growing volume of Al-generated code.

How will generative Al make average developers
obsolete and great developers more valuable
than ever?

01 Automation of basic tasks: Repetitive, low-com-
plexity workis now handled by Al, reducing the
value of pure operational skills.

02 Need for strong human expertise

= Although Al is effective, it may generate code
that contains errors or is suboptimal, particu-
larly when dealing with complex problems®’.

= Experienced developers are key to spotting
and fixing these flaws, ensuring quality in both
technical and business terms®e.

(86) Gartner Says Generative Al will Require 80% of Engineering Workforce to Upskill Through 2027 69

(87) Mckinsey : Unleashing developer productivity with generative Al

(88) Deloitte : How can organizations engineer quality software in the age of generative Al?
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03 Redefinition of the developer’s role:

= Development is evolving into rapid prototy-
ping, supported by generative AI®.

= Senior developers increasingly function as Al
orchestrators: guiding, supervising, and refi-
ning Al code contributions.

= Advanced skills in software architecture, per-
formance optimization, and strategic deci-
sion-making are more critical than ever.

= Developers also increasingly act as proxy Pro-
duct Owners, aligning technical solutions with
business needs and easing the burden on pro-
duct teams®.

Al Adoption and Business Impact

Leading companies are moving beyond isolated
Al pilots and toward enterprise scale deployment,
recognizing that broad adoption, rather than
narrow experimentation, drives tangible returns.
Economists note that higher rates of Al adoption
can significantly boost productivity and improve
quality outcomes?'. Recent OECD analysis esti-
mates that Al could raise annual labour produc-
tivity growth by between 0.4 and 1.3 percentage
points in highly Al-exposed economies such as
the United States and the United Kingdom, and
by 0.2to 0.8 pointsin otherslike Italy and Japan®2.
This transition demands more than just technolo-
gy, itrequires strategic alignment across culture,
organization and execution.

Managers often struggle to understand how Al
addresses real business problems and may un-
derestimate the organizational and cultural shifts
required.

Successful firms therefore invest in comprehen-
sive training, clear communication and change
management to build fluency in Al throughout
the workforce. Without such alignment, even
the most promising technologies may fail to take
root.

(89) PWC : 10 ways GenAl improves software development

e

Executive leadership plays a pivotal role in driving
Al fluency and organizational changes. Seniorlea-
ders must articulate a clear vision for Al integra-
tion, prioritize investments in skills and tools“fu-
ture-ready” with a clear Al strategy®3, highlighting
the urgent need for leadership to drive Al adop-
tion and build workforce capabilities that keep
pace with Al-driven transformation.

Understanding employee mindsets is key to
tailored adoption strategies. For example, a
framework developed by ESSEC and Sia Partners
(Figure 24) plots employees in an adoption and
emotion matrix based on their engagement and
sentiment. This approach identifies segments
such as enthusiastic experimenters, cautious
adopters and disengaged skeptics. Leaders can
then target each group appropriately: curious
experimenters may be invited to pilot projects,
while more hesitant teams receive focused trai-
ning and reassurance. In this way, change mana-
gement can be calibrated to the specific attitudes
and readiness of each group.

(90) Mckinsey : How an Al-enabled software product development life cycle will fuel innovation
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FIGURE 24: ESSEC-SIA PARTNERS FRAMEWORK: EMPLOYEE ADOPTION AND EMOTION MATRIX
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Closing the strategy to execution gap is essen-
tial for realizing Al’'s business impact. Al initiatives
should be tied to clear metrics and business ob-
jectives, with ongoing feedbackloops to monitor
progress and adapt plans.

New ways of working: Data, Infrastructure
& Integrated Al solutions

The rise of GenAl represents a significant shift
in how organizations manage their technology
infrastructure and workforce. Traditional data
science often relies on skills such as exploratory
data analysis (EDA), feature engineering, model
training, and hyperparameter tuning.

By regularly reviewing outcomes and iterating
based on results, organizations ensure that
strategy remains grounded in operational rea-
lity. This continuous loop between planning and
implementation helps maintain momentum and
delivers on the promise of Al.

However, generative Al challenges this approach
by emphasizing the importance of contextual in-
formation over structured datasets or pattern re-
cognition from unsupervised learning.




This shift requires organizations to rethink their
workflows, moving away from data labeling and
training to building systems that can efficiently
retrieve and apply relevant context to Al models.
Solutions such as vector databases, which enable

semantic search and fast retrieval of relevant in-

formation, are essential for generating accurate

and context-aware outputs from generative Al
models.

FIGURE 25: VECTOR SIMILARITY IN A GRAPH CONTEXT
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Solutions such as vector databases (Figure 25,
Figure 26), which enable semantic search and fast
retrieval of relevant information, are essential for
generating accurate and context-aware outputs
from generative Al models. As generative Al be-
comes more integrated into complex processes,
managing post-inference outputs, integrating
with external tools, and orchestrating sophisti-
cated chains of thought (CoT) are increasingly
important.
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This transformation calls for not only a change
in how data is accessed but also in how Al mo-
delsinteract with dynamic, evolving contexts, as
we discuss in the section "Retrieval Augmented
Generation (RAG): The Indispensable GenAl Use
Case for Businesses."
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FIGURE 26: VECTOR EMBEDDINGS & VECTOR DATABASES CONCEPT
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Model Deployment: Cloud vs. On-Premise
Solutions

Organizations must assess deployment options
based on their specific needs and privacy consi-
derations. The decision between cloud-based,
on-premise and edge computing solutions has
significant implications for factors such as bud-
get, performance, and security:

= Cloud-based Solutions: Cloud platforms offer
flexibility, scalability, and faster deployment
times. These solutions are often preferred for
organizations that require quick integration,
easy management, and the ability to scale their
operations with minimal infrastructure invest-
ment. They also provide access to advanced Al
tools and computing resources, making it ea-
sier to develop and run sophisticated genera-
tive models without the need for heavy internal
infrastructure. By integrating Google Cloud's
Gemini with services such as BigQuery for data
analysis and Vertex Al for model deployment,
companies can efficiently harness Al-driven
insights to personalize customer experiences,
predict trends, and scale their operations, all
within a unified ecosystem.

Vector Database
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On-Premise Solutions: On the other hand, some
organizations, especially those with stringent
data confidentiality or compliance require-
ments, may prefer on-premise hosting. This
ensures that sensitive data never leaves the or-
ganization's network, providing an additional
layer of control over data security and privacy.
However, on-premise deployments come with
increased setup and maintenance costs, as well
as the need for specialized internal expertise to
manage and update infrastructure.

Edge Computing Solutions: For environments
where workloads need to run even closer to
where data is generated - such as in industrial
settings, loT applications, or remote locations -
edge computing provides a interesting alterna-
tive. By processing datalocally on edge devices
or nearby gateways, organizations can reduce
latency, improve real-time responsiveness,
and ensure continued operation even when
connectivity to centralized cloud infrastruc-
ture is limited or unreliable. This approach also
supports data sovereignty (Figure 27) and mi-
nimizes bandwidth usage, making it relevant for
applications involving real-time monitoring,
predictive maintenance, or autonomous sys-
tems operating in the field.
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FIGURE 27: EDGE COMPUTING ARCHITECTURE
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New Workflows & Evolving Roles

The rise of generative Al and its associated tech-
nical complexity hasled to the emergence of spe-
cialized roles in organizations, such as "GenAl En-
gineers". These professionals combine software
engineering skills, Al implementation expertise,
and a strong understanding of cloud technolo-
gies. Their hybrid skill set emphasizes practical
deployment and integration over theoretical ma-
chinelearning knowledge, reflecting a broaderin-
dustry trend toward leveraging pre-trained mo-
dels rather than developing them from scratch.
Organizations that invest in cultivating this talent
will gain a significant edge in their Al transfor-
mation, enabling them to deploy solutions more
efficiently and at scale.

At the same time, generative Al is reshaping the
workflows of non-technical professionals, exten-
ding their capabilities and boosting their produc-
tivity. Tools such as ChatGPT, Copilot and other
industry-specific Al tools streamline day-to-day
tasks such as content writing, while enabling
them to tackle challenges traditionally handled
by technical teams, such as minor code tweaks or
data analysis. By democratizing access to these
capabilities, these tools enable non-technical
teams to contribute to the organization's objec-
tives in a new way.

DT
(® © ©

To support this evolution, organizations need
to focus on providing intuitive tools, integrating
them seamlessly into workflows.

Additionally, they should implement targeted
training programs to optimize use and efficiency
and putin place robust data governance to ensure
trust and foster widespread adoption across all
roles.

Ultimately, this dual evolution underscores a cri-
tical insight: Generative Al, at its core, is rapidly
becoming a specialized domain within software
engineering. As models grow more advanced
and ubiquitous, the demand for sophisticated
software skills to design, build, and run robust
GenAl applications will only intensify. Organi-
zations that recognize and act on this reality, by
investing in both specialized engineering talent
and the seamless integration of Al tools, will be
best positioned to harness the full transformative
power of GenAl.
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Conclusion

Over the past couple of years, there has been an
explosion in applications of generative Al, driven by
major technological advances and widespread industry
adoption. As Al systems become more capable,
powerful, and embedded across sectors, conversations
about their ethical use, security, and global impact
have gained ground. This major shift in the way we
work has opened the door to new opportunities while
also presenting significant challenges and obstacles
that will shape the future of Al development and
governance.

Technologically, models have become not only more powerful but
also more versatile, thanks to breakthroughs in multimodality and
techniques like retrieval-augmented generation (RAG), making
LLMs more relevant for organizations. This increased adaptability
has enabled GenAl to make deeper inroads into sectors ranging
from corporate innovation to fundamental research.

At the same time, GenAl applications have shifted, transforming
from a research-driven innovation into a core pillar of economic
strategy for corporations. GenAl companies are increasingly pri-
oritizing real-world applications over foundational model develop-
ment, driving record-breaking revenue growth. This transformation
is further fueled by the rise of on-device Al, which enhances priva-
cy, efficiency, and accessibility. These trends are set to accelerate
in the coming years.
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However, this rapid progress in adoption and performance also brings heightened
risks. The rise of deepfakes, cyber threats, and the growing dominance of a few Al
giants have intensified concerns around safety, ethics, and monopolistic behavior.
As a result, governments now see generative Al as a critical geostrateqgic issue, with
some tightening regulations to mitigate risks while others focus on securing a stra-
tegic edge in an increasingly Al-driven global economy.

Looking ahead, we anticipate the rise of agentic models capable of autonomous rea-
soning and decision-making, which will necessitate new testing methods and safety
guardrails. The expansion of multimodal Al will unlock groundbreaking possibilities,
but it will also introduce new regulatory challenges.

The Al revolution is poised to reshape society at least as profoundly as the industrial
and digital revolutions, if not more. Al models will soon assist us in most aspects of
daily life, much like machines, engines, the internet, and smartphones already do.
In many ways, LLMs represent humanity’s collective knowledge, culture, and values,
compressed into intelligent assistants. It is therefore crucial to ensure the develop-
ment of diverse Al models that reflect the unique languages, cultures, and perspec-
tives of different societies worldwide. For those reasons, to lead effectively in this era
of rapid and complex GenAl evolution, it is imperative to first understand the critical
dynamics of this shifting landscape to make informed, strategic decisions tailored
to your unique context.

Sia stands ready to guide your organization through this transformative journey.
Contact us today to discuss your specific Al project needs and explore how our
expertise can help you navigate the complexities and capitalize on the immense
opportunities of generative Al.
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Glossary

Al Model Benchmarks Primer

Al

AIME

American Invitational Mathematics Examination,
a prestigious high-school math competition with
15 increasingly difficult problems. The median
score is 4-6 correct answers out of 15. It involves
questions of increasing difficulty, with the answer
to every question being a single integer from O
to 999.

ArenaHard

A dynamic, real-world benchmark from LMSYS

Org that:

= Differentiates model capabilities effectively.

= Reflects human preferences in real-world
applications.

= Updates frequently to prevent overfitting.

Uses GPT-4-Turbo for evaluation and features

500 challenging queries from the Chatbot Arena.

Codeforces

A competition-level coding benchmark using
real-time submissions on Codeforces to assess
LLMs with human-comparable ELO ratings. En-
sures zero false positives and includes special
judges for fairness.

F)

FrontierMath

A benchmark of hundreds of original, expert-craf-
ted mathematics problems designed to evaluate
advanced reasoning capabilities in Al systems.

G

GAIA

GAIA evaluates reasoning, multimodal unders-
tanding, web browsing, and overall tool-use pro-
ficiency. Unlike traditional benchmarks that test
highly specialized knowledge, GAIA presents
conceptually simple questions that are easy for
humans but remain challenging for even the most
advanced Al models. For instance, human res-
pondents achieve a 92% success rate, whereas
GPT-4 with plugins scores only 15%. This contrast
highlights a key gap in current Al capabilities,
diverging from the trend of LLMs surpassing hu-
man performance in technical fields like law and
chemistry. GAIA’s approach suggests that true
Artificial General Intelligence (AGI) will require
robustness comparable to an average human’s
adaptability to everyday reasoning tasks. The
benchmark consists of 466 curated questions,
with answers to 300 withheld.

GPQA:

A benchmark featuring expert-level biology, phy-
sics, and chemistry questions. Even PhDs score
only 65% on average.
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Livebench

a benchmark that aims to prevent LLMs from gues-
sing answers which might as the related prompts
/ questions might have been part of the training
dataset, since LLMs are trained on the “entirety of
the internet” Livebench prevents such cheating
by having questions based on recently released
datasets, arXiv papers, news articles, and IMDb
movie synopses)

LiveCodeBench

A real-time, contamination-free coding bench-
mark evaluating LLMs beyond code generation,
including self-repair, execution, and test predic-
tion. Collects problems from LeetCode, AtCoder,
and Codeforces, ensuring continuous relevance.

M)

MATH-500

A subset of 500 problems from OpenAl’'s MATH
benchmark, designed to assess advanced mathe-
matical reasoning.

MMLU

The MMLU consists of about 16,000 multiple-choice
guestions spanning 57 academic subjects inclu-
ding mathematics, philosophy, law, and medi-
cine. Designed to be more challenging than the
last benchmark in a similar vein called General
Language Understanding Evaluation (GLUE) on
which new language models were achieving bet-
ter-than-human accuracy.

MMLUPro

A harder than MMLU benchmark. MMLU-Pro im-

proves upon the following aspect of MMLU:

= Expanding answer choices from four to ten for
increased complexity.

= Removing trivial and noisy questions for a more
rigorous evaluation.

=Enhancing stability, reducing prompt sensitivity
from 4-5% to 2%.

0

OpenVLM Leaderboard

This is a benchmark for the open source VLMs -
Vision Language Models or APl models that are
publicly available. Hence, this is a benchmark for
multimodal models.

S

SWE-Bench Verified

OpenAl’s human-validated subset of SWE-Bench,
offering a more reliable evaluation of Al models'
ability to solve real-world software issues.
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Terminology

Al

Agentic Al / Agentic Development / Agentic
Workflows

Al systems composed of multiple interacting
models or components (agents) that can per-
form complex tasks autonomously. This includes
planning, interacting with third-party products/
tools, reviewing outputs, and setting new goals.
It's a move beyond simply generating responses
to actively solving problems and taking actions.

Al Act (European)

A comprehensive legal framework passed by the
European Union in 2024 to regulate the develop-
ment and use of Al. It's a key example of pro-re-
gulation efforts.

Al Bubble

Concerns about inflated valuations of Al compa-
nies, particularly in comparison to their actual re-
venue and long-term profitability. The whitepaper
raises this as a potential risk.

Al Safety Bill (SB 1047)

A proposed (and ultimately vetoed) California bill
that aimed to regulate Al, including a controver-
sial "kill switch" requirement.

Alignment (Model Alignment)

The process of ensuring that Al models' outputs
and behaviors are consistent with human values,
intentions, and ethical guidelines. A key concern
in Al safety.

API (Application Programming Interface)

A set of rules and specifications that allows diffe-
rent software applications to communicate with
each other. In the context of the whitepaper, it
refers to the way businesses access and use Al
models (e.g., GPT-4's API).

ARC-AGI (Abstract and Reasoning Corpus for
Artificial General Intelligence):

A benchmark designed to measure the efficiency
of Al skill-acquisition on unknown tasks.

Compute

Short for computational power. It is a crucial re-
source for training and running Al.

Context-Awareness

The ability of an Al model to understand and uti-
lize the context of a situation orinput to generate
more relevant and accurate outputs. RAG is a key
technique for enhancing context-awareness.

D

Data Contamination

The presence of Al-generated (synthetic) data
within datasets used to train Al models. This can
degrade model performance and is a growing
concern.

Data Resurgence

The unintentional revelation of proprietary or
confidential information by an Al model, often
because the information was present in its trai-
ning data.

Data Scarcity

Situation in which there is a shortage of readily
accessible training data for Al model.
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Deepfakes:

Realistic but fabricated media (images, videos,
audio) created using Al, often used for malicious
purposes like disinformation or defamation.

Deregulation (in Al)

The approach of minimizing government re-
gulations on Al development and deployment,
often advocated by tech companies to foster
innovation.

F)

FineWeb

A meticulously curated dataset developed by
Hugqging Face, used to demonstrate the posi-
tive impact of high-quality data on Al model
performance.

Foundation Model

A large, general-purpose Al model (like GPT-4)
that can be adapted to a wide range of tasks. The
whitepaper discusses a shift from developing
these to building applications on top of them.

GenAl (Generative Al)

A type of Al that can create new content, such as
text, images, audio, and video, based on patterns
learned from training data. This is the core focus
of the whitepaper.

GPU (Graphics Processing Unit)

A specialized processor originally designed for
graphics rendering but now widely used for Al
training and inference due to its parallel proces-
sing capabilities. Nvidia is a dominant supplier.

H)

HF (Human Feedback)

A crucial component often used in conjunction
with Reinforcement Learning (RLHF - Reinforce-
ment Learning from Human Feedback). It involves
using human evaluations and preferences to guide
the training of Al models. Humans provide feed-
back on the quality or appropriateness of model
outputs, which is then used as a reward signal
to improve the model's performance. This helps
align the model with human values and desired
behaviors.

1)

Inference

The process of using a trained Al model to make
predictions or generate outputs based on new
input data. Generally uses a GPU for generation
of these outputs.

3

Jailbreaking (LLM Security)

The process of crafting prompts to manipulate an
Al model into bypassing its safety restrictions or
generating unintended outputs.

82



LLM (Large Language Model)

A type of Al model trained on massive amounts
of text data to generate human-like text, trans-
late languages, write different kinds of creative
content, and answer questions in an informative
way. Examples include GPT-4, Llama, and Gemini.

LPU (Language Processing Unit)

A type of processor optimized for Al worklo-
ads, specifically designed for processing lan-
guage-based tasks. Companies like Groq are de-
veloping LPUs.

M)

MMLU (Massive Multitask Language Understanding)

A benchmark that evaluates a model's knowledge
and reasoning abilities across diverse domains.

Mixture-of-Experts (MoE)

An Al model architecture that uses multiple "ex-
pert" sub-models, activating only the relevant
ones for a given input. This improves efficiency
and performance.

Model Quantization

A technique to reduce the size and computational
requirements of Al models by representing their
parameters with fewer bits. This improves effi-
ciency and enables on-device deployment.

Mtokens
Millions of tokens.
Multimodal Models

Al models that can process and generate multiple
types of data, such as text, images, audio, and video.
Thisis a significant trend discussed in the whitepaper.

NJ

NLP (Natural Language Processing)

A field of Al focused on enabling computers to un-
derstand, interpret, and generate human language.

o

On-Device Al / On-Device GenAl

Running Al models directly on a user's device (e.qg.,
smartphone, smart glasses) rather than relying on
cloud servers. This enhances privacy, security, and
responsiveness.

Open-Source Model

An Al model whose code and (sometimes) trai-
ning data are publicly available, allowing others
to use, modify, and distribute it. The whitepaper
contrasts these with proprietary models.

P

Pro-Regulation (in Al):

The approach of advocating for stricter govern-
ment regulations on Al development and deploy-
ment to address ethical concerns, safety risks, and
potential misuse.

Proprietary Model

An Al model developed and owned by a specific
company, often sold with a proprietary license,
with restricted access to its code and its training
data.
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R

RAG (Retrieval-Augmented Generation)

Atechnique that combines the strengths of LLMs
with information retrieval systems. It allows LLMs
to access and incorporate relevant information
from external sources (e.g., a company's inter-
nal documents) to generate more accurate and
context-aware outputs.

Reasoning (in Al)

The ability of an Al model to go beyond pattern
recognition and apply logic, inference, and pro-
blem-solving skills to arrive at conclusions or ge-
nerate outputs. This is a key area of advancement
in Al.

RL (Reinforcement Learning):

A type of machine learning where an Al agent
learns to make decisions by interacting with an
environment and receiving rewards or penalties
forits actions. The whitepaper mentions RLin the
context of post-training scaling laws, suggesting
it's used to fine-tune models after their initial trai-
ning. It's distinct from the initial training on large
datasets.

S

SaaS (Software as a Service):

A software distribution model where applications
are hosted by a provider and accessed by users
over the internet. The whitepaper compares the
revenue growth of GenAl companies to traditional
SaaS companies.

Scaling Law

concept that shows how model performance typi-
cally improves with increases in model size, dataset
size, and computational power used for training.

SmollLM

A family of small and efficient language models
developed by Hugging Face.

SOTA (State-of-the-Art)

The highest level of performance currently achie-
vable on a specific task or benchmark within a gi-
ven field.

Synthetic Data

Data generated by Al models, as opposed to
real-world data collected from human activities
or natural phenomena.

Token

A basic unit of text (often a word or part of a word)
used by Al models for processing and generation.
The cost of using Al models is often expressed in
terms of price per token (or per million tokens,
Mtokens).

Transformer (Architecture)

A neural network architecture that has become
dominantin NLP and is widely used in other Al ap-
plications. It relies on the "attention mechanism"
to process data.

u)

Ul (User Interface)

The means by which a user interacts with a sof-
tware application or device.
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v

UX (User Experience)

The overall experience a user has when interacting
with a product or service, encompassing usability,
accessibility, and satisfaction.

VLM (Vision Language Models):

Al systems that can understand and process both
visual (image) and textual information.
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Sia is a next-generation, global management consulting
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We believe that in today’s world of change and disruption,
optimism is a force multiplier.



